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Preface

System programming is a critical area of knowledge in software engineering. It matters most for 
professionals who want to write efficient, low-level code that interacts closely with the operating 
system. System Programming Essentials with Go is designed to guide you through the principles and 
practices necessary to stand up in system programming using Go. This book covers a broad range of 
topics, from basic system programming concepts to advanced techniques, providing a comprehensive 
toolkit for tackling real-world system programming challenges.

Who this book is for
This book is tailored for software engineers, architects, and developers who possess a basic understanding 
of programming and seek to deepen their knowledge of system design. It is ideal for those addressing 
complex design problems at work or simply interested in enhancing their skills with low-level 
programming in general. A foundational understanding of programming concepts and experience 
with at least one programming language is required.

What this book covers
Chapter 1, Why Go?, provides an overview of Go’s suitability for building efficient and high-performance 
system software, providing you with the necessary knowledge and skills to leverage Go’s capabilities for 
system-level development. The chapter covers Go’s concurrency model, networking and I/O, low-level 
control, system calls, cross-platform support, and tooling, offering practical insights and examples 
for building robust system programs.

Chapter 2, Refreshing Concurrency and Parallelism, provides an overview of the core aspects of 
Goroutines, data races, channels, and their interplay in the Go programming language. Understanding 
these principles is critical for implementing efficient concurrency, managing shared resources, and 
ensuring effective inter-goroutine communication.

Chapter 3, Understanding System Calls, provides an overview of system calls and their practical 
applications. You will learn how to create symbolic links, unlink files, and manipulate filename paths. 
Also, you will better understand package OS and syscall in Go and learn how to develop and test a 
CLI program.

Chapter 4, File and Directory Operations, provides an overview of handling filesystems in Go, focusing 
on detecting unsafe permissions, calculating directory sizes, and identifying duplicate files.
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Chapter 5, Working with System Events, provides comprehensive insights into building advanced and 
efficient system tools using Go, focusing on task scheduling, file monitoring, process management, 
and distributed locking.

Chapter 6, Understanding Pipes in Inter-Process Communication, provides an exploration of the concept 
of pipes in Inter-Process Communication (IPC). It provides comprehensive information about 
anonymous pipes, named pipes (mkfifo), and how pipes interact with other programs.

Chapter 7, Unix Sockets, provides an understanding of how UNIX sockets function, their types, and 
their role in IPC on UNIX and UNIX-like operating systems such as Linux.

Chapter 8, Memory Management, focuses on the mechanisms and strategies underpinning garbage 
collection. We’ll explore the evolution of Go’s garbage collection, the distinctions between stack and 
heap memory allocations, and advanced techniques for efficient memory management.

Chapter 9, Analyzing Performance, covers key optimization techniques for Go applications, including 
escape analysis, benchmarking, CPU profiling, and memory profiling. It explains how to improve 
memory usage with escape analysis, measure and compare code performance through benchmarking, 
identify hotspots with CPU profiling, and detect memory leaks using memory profiling.

Chapter 10, Networking, delves into the fascinating world of Go network programming. Networking 
is essential to system programming, and Go provides powerful primitives for handling network 
communications. You will gain the expertise needed to create robust networked applications by 
exploring TCP, HTTP, and additional relevant protocols.

Chapter 11, Telemetry, dives into how you can leverage industry tools to implement effective telemetry 
practices. From logs to traces and metrics, you’ll explore the tools and guidelines necessary to monitor 
your application efficiently.

Chapter 12, Distributing Your Apps, explores the key concepts and practical applications of distributing 
applications using Go modules, continuous integration, and release strategies.

Chapter 13, Capstone Project - Distributed Cache, guides you through the Capstone Project. This 
project will build a distributed cache system in Go with features such as Memcached or Redis. It will 
cover sharding strategies, eviction policies, consistency models, and technology choices, all while 
navigating the trade-offs that come with each decision.

Chapter 14, Effective Coding Practices, explores the principles and techniques of efficient resource 
management in Go programming, specifically focusing on avoiding common pitfalls that can lead to 
performance issues and hinder overall efficiency. It dives into the intricacies of optimizing resource 
usage using the Go standard library, providing strategies for developers seeking to enhance the 
effectiveness of their Go applications.

Chapter 15, Stay Sharp with System Programming, provides a continuous learning path to Go-based 
system programming based on real-world case studies. By gaining insight into how Go is utilized in 
actual applications, you can apply these lessons to their projects.
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Appendix, Hardware Automation, explores how to utilize various tools to automate mundane tasks 
with USB drives and Bluetooth devices and monitor peripheral events. By understanding how to 
automate these processes, you will save valuable time and increase productivity in your daily lives.

To get the most out of this book
You will need to have an understanding of the basics of Golang.

Software Operating system requirements

Golang (1.16+) Windows, macOS, or Linux (preferably Linux)

If you are using the digital version of this book, we advise you to type the code yourself or access 
the code from the book’s GitHub repository (a link is available in the next section). Doing so will 
help you avoid any potential errors related to the copying and pasting of code.

Download the example code files
You can download the example code files for this book from GitHub at https://github.com/
PacktPublishing/System-Programming-Essentials-with-Go. If there’s an update 
to the code, it will be updated in the GitHub repository.

We also have other code bundles from our rich catalog of books and videos available at https://
github.com/PacktPublishing/. Check them out!

Conventions used
There are a number of text conventions used throughout this book.

Code in text: Indicates code words in text, database table names, folder names, filenames, file 
extensions, pathnames, dummy URLs, user input, and Twitter handles. Here is an example: “Lastly, 
update the main function to create a cache with a specified capacity and test the TTL and LRU features.”

A block of code is set as follows:

func main() {
    cache := NewCache(5) // Setting capacity to 5 for LRU
    cache.startEvictionTicker(1 * time.Minute)
}

Any command-line input or output is written as follows:

go run main.go -port=:8080 -peers=http://localhost:8081

https://github.com/PacktPublishing/System-Programming-Essentials-with-Go
https://github.com/PacktPublishing/System-Programming-Essentials-with-Go
https://github.com/PacktPublishing/
https://github.com/PacktPublishing/
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Tips or important notes
Appear like this.

Get in touch
Feedback from our readers is always welcome.

General feedback: If you have questions about any aspect of this book, email us at customercare@
packtpub.com and mention the book title in the subject of your message.

Errata: Although we have taken every care to ensure the accuracy of our content, mistakes do happen. 
If you have found a mistake in this book, we would be grateful if you would report this to us. Please 
visit www.packtpub.com/support/errata and fill in the form.

Piracy: If you come across any illegal copies of our works in any form on the internet, we would 
be grateful if you would provide us with the location address or website name. Please contact us at 
copyright@packt.com with a link to the material.

If you are interested in becoming an author: If there is a topic that you have expertise in and you 
are interested in either writing or contributing to a book, please visit authors.packtpub.com.

Share Your Thoughts
Once you’ve read System Programming Essentials with Go, we’d love to hear your thoughts! Please click 
here to go straight to the Amazon review page for this book and share your feedback.

Your review is important to us and the tech community and will help us make sure we’re delivering 
excellent quality content.

mailto:customercare@packtpub.com
mailto:customercare@packtpub.com
http://www.packtpub.com/support/errata
mailto:copyright@packt.com
http://authors.packtpub.com
https://packt.link/r/1837634130
https://packt.link/r/1837634130
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Part 1:  
Introduction

In this part, we will explore the foundational aspects of using Go for system programming. You 
will learn about the best practices in managing concurrency, and ensuring efficient cross-platform 
development. This section provides a closer look at why Go is a powerful choice for building high-
performance system software and how to leverage its features to support real-world scenarios.

This part has the following chapters:

•	 Chapter 1, Why Go?

•	 Chapter 2, Refreshing Concurrency and Parallelism
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Why Go?

At some point in your programming journey, your programs performed I/O-related tasks such as 
creating and removing files and directories. They may have orchestrated the creation of new processes 
and the execution of other programs or even facilitated communication between threads and processes 
on the same computer and between processes on different computers connected via a network.

When our programs center on using a low-level set of tasks, we categorize them as system programming.

It is alleged that system programming is tedious. But I do not see it this way at all! In fact, it is quite 
the opposite – an enjoyable and entertaining experience. It is like being a magician. You get to control 
the operating system and hardware, and you can make things happen that would be impossible in 
other languages.

In this chapter, we discuss why Go is an excellent fit for building efficient, high-performance system 
software to support real-world scenarios.

In this chapter, we are going to cover the following main topics:

•	 Choosing Go

•	 Concurrency and goroutines

•	 Interacting with the OS

•	 Tooling

•	 Cross-platform development with Go

By the end of this chapter, you will have a grasp of where Go is in the ecosystem of system programming, 
the importance of the Go concurrency model to build efficient and high-performance system software, 
how Go chooses to interact with the OS, the Go approach to cross-platform development, and the 
main commands in the Go built-in tooling.
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Choosing Go
There are plenty of languages in the system programming space nowadays: some are well established, 
such as C and C++; some form a wave of newcomers, such as Zig, Rust, and Odin; and others claim 
the title of “C/C++ killer,” with their pledges of impressive performance.

Sure, we can use all of them and achieve outstanding results. Still, we could fall into hidden traps such 
as a steep learning curve, high cognitive load, a lack of community and support, inconsistent APIs 
with constant breaking changes, and a lack of adoption.

Go’s design philosophy emphasizes simplicity, expressiveness, robustness, and efficiency. Its support 
for concurrency and strong dependency management, as well as its focus on composition, make it a 
compelling choice for system programming. Its creators aimed to build a language that provides powerful 
building blocks without unnecessary complexity, which makes writing, reading, understanding, and 
maintaining system-level code easier. People with programming experience usually take two weeks to 
get acquainted with Go. While they may not be considered experts, they can confidently read standard 
Go code and write basic to medium-complexity programs without struggle.

Also, Go is excellent for system programming because the language has a Unix-minded design by 
checking all the boxes for simplicity. Many programmers who are proficient in Python and Ruby often 
transition to Go, as it allows them to retain their level of expressiveness while achieving improved 
performance and the capability to work with concurrency.

It is worth noting that Go’s philosophy doesn’t prioritize zero cost in terms of CPU usage. Instead, the 
language aims to reduce the effort demanded from programmers, which is considered more significant 
and, as a by-product, makes the experience enjoyable.

One of the leading criticisms of using Go for system programming is the garbage collector (GC), 
specifically its pauses and explicit memory limits. If you still have this pet peeve with Go, don’t worry. 
In Chapter 6, we’ll see that more granular memory management is available from Go 1.20 and above.

Note
In a GC pause worst-case scenario, the stop-the-world time is typically less than 100 microseconds.

Concurrency and goroutines
One of the most essential features of Go is its concurrency model. Concurrency is the ability to run 
multiple tasks at the same time. In system programming, executing many tasks in parallel is essential 
for improving the performance and responsiveness of our programs.
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Concurrency

Real-time systems demand precision, with concurrency being a pivotal factor. These systems coordinate 
tasks with exceptional timing, particularly in scenarios where even milliseconds matter. Concurrency 
offers significant advantages by increasing throughput (a measure of how many units of information 
a system can process in a given amount of time) while decreasing task completion times. Real-life 
instances show how concurrency improves responsiveness, making systems more flexible and tasks more 
efficient. Moreover, concurrency’s isolation abilities guarantee data integrity by preventing interference.

System programming involves a diverse range of tasks, from CPU-bound to I/O-bound. Concurrency 
orchestrates this diversity by allowing CPU-bound tasks to progress while I/O-bound tasks await resources.

Later, in Chapter 10, when we discuss distributed systems, the importance of concurrency will shine. 
It orchestrates tasks across an application or even different nodes in the network, which is ideal for 
managing large-scale concurrency.

Goroutines

Go’s concurrency model relies on goroutines and channels. Goroutines are lightweight execution 
threads, often referred to as green threads. Creating them is cost-effective. Unlike conventional 
threads, they exhibit remarkable efficiency, enabling thousands of goroutines to run simultaneously 
on just a few OS threads.

Channels, on the other hand, provide a mechanism for goroutines to communicate and synchronize 
without resorting to locks. This approach is inspired by the Communicating Sequential Process (CSP) 
(https://www.cs.cmu.edu/~crary/819-f09/Hoare78.pdf) formalism, emphasizing 
coordinated interactions between concurrent components.

Diverging from numerous other programming languages that depend on external libraries or threading 
constructs for concurrency, Go incorporates concurrency seamlessly into its core language design. 
This design decision leads to code that is not only easier to comprehend but also less susceptible to 
errors, as the complexities of threading are abstracted.

CSP-inspired model

Go’s concurrency model draws inspiration from CSP, a formal language for describing concurrent 
systems. CSP focuses on communication and synchronization between concurrently executing entities. 
Unlike traditional multi-threaded programming, CSP and Go prioritize communication through 
channels instead of shared memory, reducing complexity and potential hazards. Synchronization 
and coordination are essential, with CSP using channels for process synchronization and Go using 
similar channels to coordinate goroutines. Safety and isolation are key, as both languages ensure safe 
interaction through channels, enhancing predictability and reliability. Go’s channels directly realize 
CSP’s communication-based approach, providing a safe way for goroutines to exchange data without 
the pitfalls of shared memory and locks.

https://www.cs.cmu.edu/~crary/819-f09/Hoare78.pdf
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Share by communication

The famous Go proverb, “Don’t communicate by sharing memory, share memory by communicating” 
is often a source of discussion and misinterpretation. Still, reading it as “Share by communicating, not 
by locking” would be more precise, mainly because mainstream languages often rely on locks to protect 
shared data, leading to potential issues such as deadlocks and race conditions. Go encourages a different 
paradigm: sharing data through channels by sending and receiving messages. This “share by communicating” 
philosophy reduces the need for explicit locks and promotes a safer concurrency environment.

If you are into functional programming, I have great news for you. In Go, data is not implicitly shared 
between goroutines. In other words, the data is copied. Did you see the concern with data immutability? 
This stands in contrast to languages, where shared memory is the default mode of communication 
between threads. Go’s emphasis on explicit communication via channels helps avoid the unintended 
data sharing and race conditions that can arise in traditional threading models. Another benefit of 
this model is that there is no callback hell since every interaction with concurrent code is often read 
in a procedural manner. A regular Go function can be used in procedural code without tying the 
signatures with extra keywords.

Note
Callback hell, also known as the “pyramid of doom,” is a term used in programming to describe 
a situation where nested and interdependent callback functions make the code difficult to read, 
understand, and maintain. This typically occurs in asynchronous programming environments, 
such as JavaScript, where callbacks are used to handle asynchronous operations.

In the next chapter, we will refresh all concepts of concurrency and its building blocks to prepare you 
for interacting with the OS interfaces.

In addition to its concurrency model, Go also provides a way to interact with the operating system 
at a low level. This is essential for system programming, where you often need to control the OS 
and hardware.

Interacting with the OS
Go’s approach to system calls is designed to be safe and efficient, especially in the context of its 
concurrency model.

In Go, system calls are comparatively lower-level in comparison to certain other programming 
languages. It can be helpful if you need fine-grained control over system resources, but it also means 
you’re dealing with more low-level details.

Making system calls often requires understanding the underlying operating system APIs and conventions. 
The side effect is that it can introduce a steeper learning curve if you are new to systems programming 
or lower-level development.
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Not familiar with system calls? Fear not! The book’s second part will explore and experiment with 
them in detail to cover the main aspects we need to progress in our system programming journey.

Tooling
Go is like a toolbox. It has everything we need to build great software, so we don’t need anything more 
than its standard tools to create our programs.

Let’s explore the principal tools that facilitate building, testing, running, error-checking, and 
code formatting.

go build

The go build command is used to compile Go code into an executable binary that you can run.

Let’s see an example.

Assume you have a Go source file named main.go containing the following code:

package main
import "fmt"

func main() {

    fmt.Println("Hello, Go!")
}

You can compile it using the go build command:

go build main.go

This will generate an executable binary named main (or main.exe on Windows). You can then 
run the binary to see the output:

./main

go test

The go test command is used to run tests on your Go code. It automatically finds test files and 
runs the associated test functions.

Here’s an example.
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Assume you have a Go source file named math.go containing a function to add two numbers:

package math

func Add(a, b int) int {

    return a + b
}

You can create a test file named math_test.go to write tests for the Add function:

package math

import "testing"

func TestAdd(t *testing.T) {
    result := Add(2, 3)
    if result != 5 {
        t.Errorf("Expected 5, but got %d", result)
    }
}

Run the tests using the go test command:

go test

go run

The go run command allows you to run Go code directly without explicitly compiling it into 
an executable.

Let’s see this using an example.

Assume you have a Go source file named hello.go containing the following code:

package main

import "fmt"

func main() {
    fmt.Println("Hello, Go!")
}
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You can directly run the code using the go run command:

go run hello.go

This will execute the code and print Hello, Go! to the console.

go vet

We use the go vet command to check our Go code for potential errors or suspicious constructs. 
It employs heuristics that may not ensure all reports are actual issues, but it can uncover errors not 
caught by the compilers.

Here’s an example.

Assume you have a Go source file named error.go containing the following code with an 
intentional error:

package main

import "fmt"

func main() {
    movie_year := 1999
    movie_title := "The Matrix"
    fmt.Printf("In %s, %s was released.\n", movie_year, movie_title)
}

You can use the go vet command to check for errors:

go vet error.go

It might report a warning such as this: Printf format %s has arg 1999 of wrong 
type int.

go fmt

The go fmt command is used to format your Go code according to the Go programming style 
guidelines. It automatically adjusts code indentation, spacing, and more.

Let’s see an example for this too.

Assume you have a Go source file named unformatted.go containing improperly formatted code:

package main
import "fmt"
func main() {
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        msg:="Hello"
        fmt.Println(msg) 
}

You can format the code using the go fmt command:

go fmt unformatted.go

It will update the code to match the standard formatting conventions:

package main

import "fmt"

func main() {
        msg := "Hello"
        fmt.Println(msg)
}

Now that we have a good grasp of the basic tools, we can start familiarizing ourselves with Go’s 
cross-platform capabilities.

Cross-platform development with Go
Cross-platform development with Go is a breeze. You can write code running on various operating 
systems and architectures with ease.

Cross-platform development with Go can be achieved by using the GOOS and GOARCH environment 
variables. The GOOS environment variable specifies the OS you want to target, and the GOARCH 
environment variable specifies your target architecture.

For example, assume you have a Go source file named main.go:

package main

import "fmt"

func main() {
    fmt.Println("This program runs in any OS!")
}
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To compile code for Linux, you would set the GOOS environment variable to linux and the GOARCH 
environment variable to amd64:

GOOS=linux GOARCH=amd64 go build

This command will compile the code for Linux.

You can also use the GOOS and GOARCH environment variables to run code on different platforms. For 
example, to run the code you compiled for Linux on macOS, you would set the GOOS environment 
variable to darwin and the GOARCH environment variable to amd64.

GOOS=darwin GOARCH=amd64 go run

This command will run the code on macOS.

Note
Although Go strives for portability across various platforms, engaging with the OS via system 
calls inherently ties your code to specific OS features. Code that is heavily reliant on these 
operations might need conditional compilation or adjustments when aiming at different platforms.

Leveraging build flags in Go allows you to selectively compile specific sections of your code 
contingent upon particular conditions, such as the target OS or architecture.

This can be useful when creating programs that interface with the golang.org/x/sys 
package for Windows and Unix-like systems.

Assume that you have two Go source files named main_windows.go and main_linux.go 
and you want to use build tags to ensure code segmentation.

Here is an example of a code using build tags to segment for Windows:

// go:build windows

package main

import "fmt"

func main() {
    fmt.Println("This is Windows!")
}
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 We can do the same but aiming for Linux this time:

// go:build linux

package main

import "fmt"

func main() {
    fmt.Println("This is Linux!")
}

These are the commands to use to compile these programs, respectively:

GOOS=windows go build -o app.exe
GOOS=linux go build -o app

When we execute app within a Linux environment, it should print This is Linux!. Meanwhile, 
on a Windows system, running app.exe will display This is Windows!.

Summary
This chapter provided a comprehensive guide to why Go is a top choice for system programming and 
insights into Go’s design philosophy, emphasizing simplicity, robustness, and efficiency. We learned 
about Go’s concurrency model, its approach to interacting with the OS, and how to interact with the 
tools for cross-platform development. These lessons are helpful as they equip us with the knowledge 
needed to write, read, and maintain system-level code with Go, enabling improved performance and 
the ability to work with concurrency.

In the next chapter, we explore the concurrency concepts, refreshing all related concepts and building 
blocks. It will prepare us for more advanced interactions with OS interfaces, enhancing our ability to 
create powerful and responsive programs.



2
Refreshing Concurrency  

and Parallelism

This chapter will explore goroutines at the core of Go’s concurrency. You will learn how they function, 
distinguish between concurrency and parallelism, manage currently running goroutines, handle data 
race issues, use channels for communication, and use Channel states and signaling to maximize 
their potential. Mastering these concepts is essential to write efficient and error-free Go code.

In this chapter, we’re going to cover the following main topics:

•	 Understanding goroutines

•	 Managing data races

•	 Making sense of channels

•	 The guarantee of delivery

•	 State and signaling

Technical requirements
You can find this chapter’s source code at https://github.com/PacktPublishing/
System-Programming-Essentials-with-Go/tree/main/ch2.

Understanding goroutines
Goroutines are functions created and scheduled to be run independently by the Go scheduler. The 
Go scheduler is responsible for the management and execution of goroutines.

Behind the scenes, we have a complex algorithm to make goroutines work. Fortunately, in Golang, 
we can achieve this highly complex operation with simplicity using the go keyword.

https://github.com/PacktPublishing/System-Programming-Essentials-with-Go/tree/main/ch2
https://github.com/PacktPublishing/System-Programming-Essentials-with-Go/tree/main/ch2
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Note
If you are accustomed to a language that has the async/await feature, you probably are 
used to deciding your function beforehand. It will be used concurrently to change the function 
signature to sign that the function can be paused/resumed. Calling this function also needs a 
special notation. When using goroutines, there is no need to change the function signature.

In the following snippets, we have a main function calling sequentially the say function, passing as 
an argument "hello" and "world", respectively:

func main() {
  say(«hello»)
  say(«world»)
}

The say function receives a string as a parameter and iterates five times. For each iteration, we make 
the function sleep for 500 milliseconds and print the s parameter immediately after:

func say(s string) {
  for i := 1; i < 5; i++ {
     time.Sleep(500 * time.Millisecond)
     fmt.Println(s)
  }
}

When we execute the program, it should print the following output:

hello
hello
hello
hello
hello
world
world
world
world
world

Now, we introduce the go keyword right before the first call to the say function to introduce 
concurrency in our program:

func main() {
  go say(«hello»)
  say(«world»)
}
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The output should alternate between hello and world.

So, we can achieve the same result if we create a goroutine for the second function call, right?

func main() {
  say(«hello»)
  go say(«world»)
}

Let’s see the results of the program now:

hello
hello
hello
hello

Wait! Something is wrong here. What did we do wrong? The main function and the goroutine seem 
out of sync.

We didn’t do anything wrong. That is the expected behavior. When you take a closer look at the 
first program, the goroutine is fired, and the second call of say executes in the context of the main 
function sequentially.

In other words, the program should wait for the function to terminate to reach the end of the main 
function. For the second program, we have the opposite behavior. The first call is a normal function 
call, so it prints five times as expected, but when the second goroutine is fired, there is no following 
instruction on the main function, so the program terminates.

Although the behavior is correct from the perspective of how the program works, this is not our 
intention. We need a way to synchronize the wait for all the goroutines in this group of executions 
before giving the main function a chance to terminate. In situations such as this, we can leverage 
Go’s construct, the sync package, called WaitGroup.

WaitGroup

WaitGroup, as the name suggests, is a Go standard library mechanism that allows us to wait for a 
group of goroutines until they finish explicitly.

No particular factory function exists to create them, since their zero-value is already a valid usable 
state. Since WaitGroup has been created, we need to control how many goroutines we are waiting 
for. We can use the Add() method to inform the group.

How can we inform the group that we have completed one of the routines? It couldn’t be more intuitive. 
We can achieve this using the Done() method.
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In the following example, we introduce the wait group to make our program output the messages 
as intended:

func main() {
  wg := sync.WaitGroup{}
  wg.Add(2)

  go say(«world», &wg)
  go say("hello", &wg)

  wg.Wait()
}

We create the WaitGroup ( wg := sync.WaitGroup{}) and declare that two goroutines 
participate in this group (wg.Add(2)).

In the last line of the program, we explicitly hold the execution with the Wait() method to avoid 
the program termination.

To make our function interact with Waitgroup, we need to send a reference to this group. Once 
we have its reference, the function can defer, calling Done(), to ensure that we signal correctly for 
our group every time the function is complete.

This is the new say function:

func say(s string, wg *sync.WaitGroup) {
  defer wg.Done()
  for i := 0; i < 5; i++ {
     fmt.Println(s)
  }
}

We don’t need to rely on time.Sleep(), so this version doesn’t have it.

Now, we can control our group of goroutines. Let’s deal with one central worrisome issue in concurrent 
programming – state.

Changing shared state

Imagine a scenario where two diligent workers are tasked with packing items into boxes in a busy 
warehouse. Each worker fills a fixed number of things into packets, and we must keep track of the 
total number of items packed.
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This seemingly straightforward task, analogous to concurrent programming, can quickly become a 
nightmare when not handled properly. With proper synchronization, the workers may avoid intentionally 
interfering with each other’s work, leading to incorrect results and unpredictable behavior. It’s a classic 
example of a data race, a common challenge in concurrent programming.

The following code will walk you through an analogy where two warehouse workers face a data race 
issue while packing items into boxes. We’ll first present the code without proper synchronization, 
demonstrating the data race problem. Then, we’ll modify the code to address the issue, ensuring that 
the workers collaborate smoothly and accurately.

Let’s step into the bustling warehouse and witness firsthand the challenges of concurrency and the 
importance of synchronization in this example:

package main

import (
     "fmt"
     "sync"
)

func main() {
     fmt.Println("Total Items Packed:", PackItems(0))
}

func PackItems(totalItems int) int {
     const workers = 2
     const itemsPerWorker = 1000

     var wg sync.WaitGroup
     itemsPacked := 0
     for i := 0; i < workers; i++ {
          wg.Add(1)
          go func(workerID int) {
               defer wg.Done()
               // Simulate the worker packing items into boxes.
               for j := 0; j < itemsPerWorker; j++ {
                      itemsPacked = totalItems
                    // Simulate packing an item.
                    itemsPacked++
               // Update the total items packed without proper 
synchronization.
               totalItems = itemsPacked
               }
          }(i)
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     }

     // Wait for all workers to finish.
     wg.Wait()

     return totalItems
}

The main function starts by calling the PackItems function with an initial totalItems value of 0.

In the PackItems function, there are two constants defined:

•	 workers: The number of worker goroutines (set to 2)

•	 itemsPerWorker: The number of items each worker should pack into boxes (set to 1,000)

WaitGroup named wg is created to wait for all worker goroutines to finish before returning the 
final totalItems value.

A loop runs workers times, where each iteration starts a new goroutine to simulate a worker packing 
items into boxes. Inside the goroutine, the following steps are performed:

1.	 A worker ID is passed to the goroutine as an argument.

2.	 The defer wg.Done() statement ensures that the wait group is decremented when the 
goroutine exits.

3.	 An itemsPacked variable is initialized with the current value of totalItems to keep 
track of the items packed by this worker.

4.	 A loop runs itemsPerWorker times, simulating the process of packing items into 
boxes. However, there’s no actual packing happening;the loop’s just incrementing the 
itemsPacked variable.

5.	 In the last step in the inner loop, totalItems receive the altered value of the itemsPacked 
variable, which contains the number of items packed by the worker.

6.	 This is where the synchronization issue occurs. The worker attempts to update the totalItems 
variable by adding the itemsPacked value to it.

Since multiple goroutines attempt to modify totalItems concurrently without proper synchronization, 
a data race occurs, leading to unpredictable and incorrect results.

Nondeterministic results

Consider this alternative main function:

func main() {
     times := 0
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     for {
          times++
          counter := PackItems(0)
          if counter != 2000 {
               log.Fatalf("it should be 2000 but found %d on execution 
%d", counter, times)
          }
     }
}

The program constantly runs the PackItems function until the expected result of 2,000 is not 
achieved. Once this occurs, the program will display the incorrect value returned by the function and 
the number of attempts it took to reach that point.

Because of the non-deterministic nature of the Go scheduler, the result would be right most of the 
time. This code would need a lot of runs to reveal its synchronization flaw.

In a single execution, I needed more than 16,000 iterations:

it should be 2000 but found 1170 on execution 16421

Your turn!
Experiment running the code on your machine. How many iterations did your code need to fail?

If you’re using your personal computer, there are likely many tasks being performed, but your machine 
probably has a lot of unused resources. However, it’s important to consider the amount of noise on 
shared nodes in a cluster if you’re running programs in cloud environments with containers. By 
“noise,” I mean the work done on the host machine while running your program. It may be just as 
idle as your local experiment. Still, it’s likely being used to its full potential in a cost-effective scenario 
where every core and memory is utilized.

This scenario of a constant contest for resources makes our schedule much more inclined to choose 
another workload instead of just continuing to run our goroutine.

In the following example, we call the runtime.Gosched function to emulate noise. The idea is to 
give a hint to the Go scheduler, saying, “Hey! Maybe it is a good moment to pause me”:

for j := 0; j < itemsPerWorker; j++ {
    itemsPacked = totalItems
    runtime.Gosched() // emulating noise!
    itemsPacked++
    totalItems = itemsPacked
}
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Running the main function again, we can see that the erroneous results occur much faster than before. 
In my execution, for example, I need just four iterations:

it should be 2000 but found 1507 on execution 4

Unfortunately, the code is still buggy. How can we anticipate that? At this point, you should have 
guessed that Go tools have the answer, and you’re right again. We can manage data races on our tests.

Managing data races
When multiple goroutines access shared data or resources concurrently, a “race condition” can occur. 
As we can attest, this type of concurrency bug can lead to unpredictable and undesirable behavior. 
The Go test tool has a built-in feature called Go race detection that can detect and identify race 
conditions in your Go code.

So, let’s create a main_test.go file with a simple test case:

package main

import (
     "testing"
)

func TestPackItems(t *testing.T) {
     totalItems := PackItems(2000)
     expectedTotal := 2000
     if totalItems != expectedTotal {
          t.Errorf("Expected total: %d, Actual total: %d", 
expectedTotal, totalItems)
     }
}

Now, let’s use the race detector:

go test -race

The result in the console will be something like this:

==================
WARNING: DATA RACE
Read at 0x00c00000e288 by goroutine 9:
  example1.PackItems.func1()
      /tmp/main.go:35 +0xa8
  example1.PackItems.func2()
      /tmp/main.go:45 +0x47
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Previous write at 0x00c00000e288 by goroutine 8:
  example1.PackItems.func1()
      /tmp/main.go:39 +0xba
  example1.PackItems.func2()
      /tmp/main.go:45 +0x47

// Other lines omitted for brevity

The output can be quite intimidating at first glance, but the most revealing information initially is the 
message WARNING: DATA RACE.

To fix the synchronization issue in this code, we should use synchronization mechanisms to protect 
access to the totalItems variable. Without proper synchronization, concurrent writes to shared 
data can lead to race conditions and unexpected results.

We have used WaitGroup from the sync package. Let’s explore more synchronization mechanisms 
to ensure the program’s correctness.

Atomic operations

It’s heartbreaking that the term “atomic” in Go doesn’t involve physically manipulating atoms, like in 
physics or chemistry. It would be fascinating to have that capability in programming; instead, atomic 
operations in Go are focused on synchronizing and managing concurrency among goroutines using 
the sync/atomic package.

Go offers atomic operations to load, store, add, and CAS (compare and swap) for certain types, such 
as int32, int64, uint32, uint64, uintptr, float32, and float64. Atomic operations 
can’t be directly performed on arbitrary data structures.

Let’s change our program using the atomic package. First, we should import it:

import (
     "fmt"
     "sync"
     "sync/atomic"
)

Instead of updating totalItems directly, we will leverage the AddInt32 function to guarantee 
the synchronization:

for j := 0; j < itemsPerWorker; j++ {
    atomic.AddInt32(&totalItems, int32(itemsPacked))
}

If we check for data races again, no problem will be reported.
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Atomic structures are great when we need to synchronize a single operation, but when we want to 
synchronize a block of code, other tools are a better fit, such as mutexes.

Mutexes

Ah, mutexes! They’re like the bouncers at a party for goroutines. Imagine a bunch of these little Go 
creatures trying to dance around with shared data. It’s all fun and games until chaos breaks loose, and 
you have a goroutine traffic jam with data spills all over the place!

Do not worry, as mutexes swoop in like the dance-floor supervisors, ensuring that only one groovy 
goroutine can bust a move in the critical section at a time. They’re like the rhythm keepers of concurrency, 
ensuring that everyone takes turns and nobody steps on each other’s toes.

You can create a mutex by declaring a variable of type sync.Mutex. A mutex allows us to protect a 
critical section of code, using the Lock() and Unlock() methods. When a goroutine calls Lock(), 
it acquires the mutex lock, and any other goroutines attempting to call Lock() will be blocked until 
the lock is released with Unlock().

Here is the code for our program using mutex:

package main

import (
     "fmt"
     "sync"
)

func main() {
      m := sync.Mutex{}
     fmt.Println("Total Items Packed:", PackItems(&m, 0))
}
func PackItems(m *sync.Mutex, totalItems int) int {
     const workers = 2
     const itemsPerWorker = 1000

     var wg sync.WaitGroup

     for i := 0; i < workers; i++ {
          wg.Add(1)
          go func(workerID int) {
               defer wg.Done()
               for j := 0; j < itemsPerWorker; j++ {
                    m.Lock()
                    itemsPacked := totalItems
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                   itemsPacked++
                      totalItems = itemsPacked
                    m.Unlock()
               }
          }(i)
     }

     // Wait for all workers to finish.
     wg.Wait()

     return totalItems
}

In this example, we lock a block of code handling to change our shared state, and when we’re done, 
we unlock the mutex.

If the mutexes ensure the correctness handling shared state, you could consider two options:

•	 You could use lock and unlock for every critical line

•	 You could simply lock in the beginning of the function and defer the unlock

Yes, you could! Sadly, there is a catch in both approaches. We introduce latency indiscriminately. To 
make my point, let’s benchmark the second approach versus the original use of mutex.

Let’s create a second version of the function using multiple calls to lock/unlock, called 
MultiplePackItems, where everything remains the same except the function name and the 
inner loop.

Here is the inner loop:

for j := 0; j < itemsPerWorker; j++ {
    m.Lock()
    itemsPacked = totalItems
    m.Unlock()
    m.Lock()
    itemsPacked++
    m.Unlock()
    m.Lock()

    totalItems = itemsPacked
    m.Unlock()
}



Refreshing Concurrency and Parallelism24

Let’s look at the performance of both options running a benchmark test:

Benchmark-8                   36546             32629 ns/op
BenchmarkMultipleLocks-8      13243             91246 ns/op

The version with multiple locks is approximately ~64% slower than the first one in terms of the time 
taken per operation.

Benchmarks
We’ll cover in detail benchmarks and other techniques of performance measurement in 
Chapter 6, Analyzing Performance.

These examples show goroutines performing their tasks independently, without collaborating with 
each other. However, in many cases, our tasks require exchanging information or signals to make 
decisions, such as starting or stopping a procedure.

When exchanging information is crucial, we can use a flagship tool in Go called a channel.

Making sense of channels
Welcome to the channel carnival!

Imagine Go channels as magical, clown-sized pipes that allow circus performers (goroutines) to pass 
around juggling balls (data) while making sure nobody drops the ball – quite literally!

How to use channels

To use channels, we need to use a built-in function called make(), informing what type of data we’re 
interested in passing using this channel:

 make(Chan T)

If we want a channel of string, we should declare the following:

 make (chan string)

We can inform a capacity. Channels with capacity are called buffered channels. We won’t bother going 
into detail about capacity for now. We create an unbuffered channel when we don’t inform the capacity.

An unbuffered channel

An unbuffered channel is a way to communicate between multiple goroutines, and it needs to respect a 
simple rule – the goroutine that wants to send in the channel and the one that wants to receive should 
be ready at the same time.
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Think of this as a “trust fall” exercise. The sender and receiver must trust each other fully, ensuring 
the safety of the data, just like acrobats trust their partners to catch them mid-air.

Abstract? Let’s explore this concept with examples.

First, let’s send information to a channel with no receiver:

package main
func main() {
    c := make(chan string)
    c <- "message"
}

When we execute, the console will print something like the following:

fatal error: all goroutines are sleep – dead lock!
goroutine 1 [chan send]:
main.main()

Let’s break down this output.

all goroutines are sleep – deadlock! is the main error message. It tells us that all 
goroutines in our program are in a sleep state, which implies that they are waiting for some event or 
resource to become available. However, because all of them are waiting and cannot make any progress, 
your program has encountered a deadlock situation.

goroutine 1 [chan send]: is the part of the message that provides additional information 
about the specific goroutine that has encountered the deadlock. In this case, it’s goroutine 1, and 
it was involved in a channel send operation (chan send).

This deadlock occurs because the execution is paused, waiting for another goroutine to receive the 
information, but there’s none.

Deadlocks
A deadlock is a condition where two or more processes or goroutines are unable to proceed 
because they are all waiting for something that will never happen.

Now, we can try the opposite; in the next example, we want to receive from a channel with no sender:

package main
func main() {
    c := make(chan string)
    fmt.Println(<- c )
}
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The output in the console is very similar, except that now, the error is about receiving:

fatal error: all goroutines are sleep – dead lock!
goroutine 1 [chan receive]:
main.main()

Now, following the rule is as simple as sending and receiving simultaneously. So, declaring both will 
be sufficient:

package main
func main() {
    c := make(chan string)
    c <- "message" // Sending
    fmt.Println(<- c ) // Receiving
}

It’s a good idea, but unfortunately, it doesn’t work, as we can see in the following output:

fatal error: all goroutines are sleep – dead lock!
goroutine 1 [chan send]:
main.main()

If we’re following the rule, why is it not working?

Well, we’re not exactly following the rule. The rule states that the goroutine that wants to send in the 
channel and the one that wants to receive should be ready at the same time.

The important thing to take note of is the final part – ready at the same time.

Since the code runs sequentially, line by line, when we try to send c <- "message", the program 
waits for the receiver to receive the message. We need to make these two parties send and receive the 
message simultaneously. We can use our concurrent programming knowledge to make this happen.

Let’s add goroutines to the mix, using the circus analogy. We’ll introduce a function, throwBalls, 
that will expect the color of the balls to be thrown (color) and the channel (balls) where it should 
receive these throws:

package main

import "fmt"

func main() {
    balls := make(chan string)
    go throwBalls("red", balls)
    fmt.Println(<-balls, "received!")
}
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func throwBalls(color string, balls chan string) {
    fmt.Printf("throwing the %s ball\n", color)
    balls <- color
}

Here, we have three major steps:

1.	 We create an unbuffered string channel named balls.

2.	 A goroutine is launched inline using the throwBalls function to send “red” into the channel.

3.	 The main function receives and prints the value received from the channel.

The output for this example is as follows:

throwing the red ball
red received!

We did it! We successfully passed information between goroutines using channels!

But what happens when we send one more ball? Let’s try it with a green ball:

func main() {
    balls := make(chan string)

    go throwBalls("red", balls)
    go throwBalls("green", balls)

    fmt.Println(<-balls, "received!")
}

The output shows just one ball being received. What happened?

throwing the red ball
red received!

Red or green?
Since we’re launching more than one goroutine, the scheduler will elect arbitrarily what should 
execute first. Therefore, you can see green or red randomly running the code.

We can fix the issue by putting in one more print statement received from the channel:

func main() {
    balls := make(chan string)

    go throwBalls("red", balls)
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    go throwBalls("green", balls)

    fmt.Println(<-balls, "received!")
    fmt.Println(<-balls, "received!")
}

Although it works, it’s not the most elegant solution. We could have trouble with deadlocks again if 
we have more receivers than senders:

func main() {
    balls := make(chan string)

    go throwBalls("red", balls)
    go throwBalls("green", balls)

    fmt.Println(<-balls, "received!")
    fmt.Println(<-balls, "received!")
    fmt.Println(<-balls, "received!")

}

The last print will await forever, causing another deadlock.

If we want to make code work with any number of balls, we should stop adding more and more lines 
and replace them all with the range keyword.

Iterating over a channel

The mechanism used to iterate over the values sent through a channel is the range keyword.

Let’s change the code to iterate over the channel values:

func main() {
    balls := make(chan string)

    go throwBalls("red", balls)
    go throwBalls("green", balls)

    for color := range balls {
         fmt.Println(color, "received!")
    }
}

We can happily check the console to see the balls received elegantly, but wait – all the goroutines are 
asleep! Deadlock again?
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This error occurs when we iterate over channels and the range expects a channel to be closed to stop 
the iteration.

Closing a channel

To close a channel, we need to call the built-in close function, passing the channel:

close(balls)

OK, we can now guarantee that the channel is closed. Let’s change the code by adding the close call 
between the senders and range:

go throwBalls("green", balls)

close(balls)

for color := range balls {

You may have noticed that if the range stops when the channel is closed, with this code, the range will 
never run once the channel has closed.

We need to orchestrate this group of tasks, and yes, you’re right – we’re using WaitGroup to save us 
again. This time, we don’t want to taint the throwBalls signature to receive our WaitGroup, so 
we’ll create inline anonymous functions to keep our functions unaware of the concurrency. Additionally, 
we want to close the channel when we have the guarantee that all the tasks are done. We infer this 
with the Wait() method from our WaitGroup.

Here is our main function:

func main() {
    balls := make(chan string)

    wg := sync.WaitGroup{}
    wg.Add(2)
    go func() {
        defer wg.Done()
        throwBalls("red", balls)
    }()

    go func() {
        defer wg.Done()
        throwBalls("green", balls)
    }()

    go func() {
        wg.Wait()
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        close(balls)
    }()

    for color := range balls {
        fmt.Println(color, "received!")
    }
}

Phew! This time, the output is correctly shown:

throwing the green ball
green received!
throwing the red ball
red received!

What a ride, huh? But wait! We still need to explore the buffered channels!

Buffered channels

It’s analogy time!

These are the channels where clowns come into play! Imagine a clown car with a limited number of 
seats (capacity). Clowns (senders) can hop in and out of the car, dropping juggling balls (data) into it.

We want to create a program with buffered channels that simulate a circus car ride, where clowns 
try to get into a clown car (limited to three clowns at a time) with balloons. The driver controls the 
car and manages the clowns’ rides while the clowns attempt to get in. If the car is full, they wait and 
print a message. After all the clowns are done, the program waits for the car driver to finish and then 
prints that the circus car ride is over.

If a clown tries to stuff too many juggling balls into the car, it’s as hilarious as a car overflowing with 
clowns and juggling balls, creating a comical spectacle!

First, let’s create the program structure to receive our senders and receivers:

package main

import (
    "fmt"
    "sync"
    "time"
)

func main() {
    clownChannel := make(chan int, 3)
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    clowns := 5

    // senders and receivers logic here!

    var wg sync.WaitGroup
    wg.Wait()

    fmt.Println("Circus car ride is over!")
}

Here is the driver’s goroutine (receiver):

go func() {
        defer close(clownChannel)
        for clownID := range clownChannel {
            balloon := fmt.Sprintf("Balloon %d", clownID)
            fmt.Printf("Driver: Drove the car with %s inside\n", 
balloon)
            time.Sleep(time.Millisecond * 500)
            fmt.Printf("Driver: Clown finished with %s, the car is 
ready for more!\n", balloon)
        }
    }()

We add the clown logic (sender) just below the rider’s block:

for clown := 1; clown <= clowns; clown++ {
    wg.Add(1)
    go func(clownID int) {
        defer wg.Done()
        balloon := fmt.Sprintf("Balloon %d", clownID)
        fmt.Printf("Clown %d: Hopped into the car with %s\n", clownID, 
balloon)
        select {
            case clownChannel <- clownID:
                fmt.Printf("Clown %d: Finished with %s\n", clownID, 
balloon)
            default:
                fmt.Printf("Clown %d: Oops, the car is full, can't fit 
%s!\n", clownID, balloon)
        }
    }(clown)
}
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Running the code, we can see all the trouble that the clowns are making:

Clown 1: Hopped into the car with Balloon 1
Clown 1: Finished with Balloon 1
Driver: Drove the car with Balloon 1 inside
Clown 2: Hopped into the car with Balloon 2
Clown 2: Finished with Balloon 2
Clown 5: Hopped into the car with Balloon 5
Clown 5: Finished with Balloon 5
Clown 3: Hopped into the car with Balloon 3
Clown 3: Finished with Balloon 3
Clown 4: Hopped into the car with Balloon 4
Clown 4: Oops, the car is full, can't fit Balloon 4!
Circus car ride is over!

select
The select statement allows us to wait on multiple communication channels and select 
the first one that becomes ready, effectively allowing us to perform non-blocking operations 
on channels.

When working with channels, it’s easy to get caught up in comparing message queues and channels, 
but there may be better ways to understand them. The channel internals are ring buffers, and this 
information can be confusing and unhelpful when choosing the program design. By prioritizing an 
understanding of signaling and the guaranteed delivery of messages, you’d be better equipped to work 
efficiently with channels.

The guarantee of delivery
The main difference between buffered and unbuffered channels is the guarantee of delivery.

As we saw earlier, the unbuffered channels always guarantee delivery, since they only send a message 
when the receiver is ready. Conversely, the buffered channels can’t ensure message delivery because 
they can “buffer” an arbitrary number of messages before the synchronization step becomes mandatory. 
Therefore, the reader could fail to read a message from the channel buffer.

The most considerable side effect of choosing between them is how much latency you can afford to 
introduce to your program.

Latency

Latency in the context of concurrent programming refers to the time it takes for a piece of data to 
travel from a sender (goroutine) to a receiver (goroutine) through a channel.
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In Go channels, latency is influenced by several factors:

•	 Buffering: Buffering can reduce latency when the sender and receiver are not perfectly synchronized.

•	 Blocking: Unbuffered channels block the sender and receiver until they are ready to communicate, 
leading to potentially higher latency. Buffered channels allow the sender to continue without 
immediate synchronization, potentially reducing latency.

•	 Goroutine scheduling: The latency in channel communication also depends on how the Go 
runtime schedules goroutines. Factors such as the number of available CPU cores and the 
scheduling algorithm influence how quickly goroutines can be executed.

Choosing a channel type

As a rule of thumb, we consider an unbuffered channel a strong choice for the following scenarios:

•	 Guaranteed delivery: Provide a guarantee that the value being sent is received by another 
goroutine. This is especially useful in scenarios where you need to ensure data integrity and 
that no data is lost.

•	 One-to-one communication: Unbuffered channels are best suited for one-to-one communication 
between goroutines.

•	 Load balancing: Unbuffered channels can be used to implement load-balancing patterns, 
ensuring that work is distributed evenly among worker goroutines.

Conversely, buffered channels offer the following:

•	 Asynchronous communication: Buffered channels allow for asynchronous communication 
between goroutines. When sending data on a buffered channel, the sender won’t block until 
the data is received, if there is space in the channel’s buffer. This can improve throughput in 
certain scenarios.

•	 Reducing contention: In scenarios where you have multiple senders and receivers, using a 
buffered channel can reduce contention. For example, in a producer-consumer pattern, you can 
use a buffered channel to allow producers to keep producing without waiting for consumers 
to catch up.

•	 Preventing deadlocks: Buffered channels can help prevent goroutine deadlocks by allowing 
a certain level of buffering, which can be useful when you have unpredictable variations in 
a workload.

•	 Batch processing: Buffered channels can be used for batch processing or pipelining where data 
is produced at one rate and consumed at another rate.
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Now that we’ve covered the key aspects of latency and how it impacts channel communication 
in concurrent programming, let’s shift our focus to another critical aspect – state and signaling. 
Understanding the semantics of state and signaling is essential to avoid common pitfalls and make 
informed design decisions.

State and signaling
Exploring the semantics of state and signaling puts you ahead of the curve in avoiding more straightforward 
bugs or making good design choices.

State

Although Go eased the adoption of concurrency with channels, there are some characteristics and pitfalls.

We should remember that channels have three states – nil, open (empty, not empty), and closed. 
These states strongly relate to what we can and cannot do with channels, whether from the sender’s 
or receiver’s perspective.

Consider a channel when you want to read from:

•	 Reading to a write-only channel results in a compilation error

•	 If the channel is nil, reading from it indefinitely blocks your goroutine until it is initialized

•	 Reading will be blocked in an open and empty channel until data is available

•	 In an open and not empty channel, reading will return data

•	 If the channel is closed, reading it will return the default value for its type and false to 
indicate closure

Writing also has its nuances:

•	 Writing to a read-only channel results in a compilation error

•	 Writing to a nil channel block until it’s initialized

•	 Writing to an open and full channel blocks until there’s space

•	 In an open and not full channel, writing is successful

•	 Writing on a closed channel leads to a panic

Closing a channel depends on its state:

•	 Closing an open channel with data allows reads until drained, and then returns the 
default value.

•	 Closing an open empty channel immediately closes it, and reads also return the default value.
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•	 Attempting to close an already closed channel results in a panic.

•	 Closing a read-only channel results in a compilation error.

Signaling

Signaling between goroutines is an everyday use case for channels. You can use channels to coordinate 
and synchronize the execution of different goroutines by sending signals or messages between them.

Here is a simple example of how to use a Go channel to signal between two goroutines:

package main

import (
    "fmt"
    "sync"
)

func main() {
    signalChannel := make(chan bool)
    var wg sync.WaitGroup
    wg.Add(1)
    go func() {
        defer wg.Done()
        fmt.Println("Goroutine 1 is waiting for a signal...")
        <-signalChannel
        fmt.Println("Goroutine 1 received the signal and is now doing 
something.")
    }()
    wg.Add(1)
    go func() {
        defer wg.Done()
        fmt.Println("Goroutine 2 is about to send a signal.")
        signalChannel <- true
        fmt.Println("Goroutine 2 sent the signal.")
    }()
    wg.Wait()
    fmt.Println("Both goroutines have finished.")
}

In this snippet, we create a channel called signalChannel to signal between the two goroutines. 
Goroutine 1 waits for a signal on the channel using <-signalChannel, and Goroutine 2 
sends a signal using signalChannel <- true.
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The sync.WaitGroup ensures that we wait for both goroutines to finish before printing "Both 
goroutines have finished.".

When you run this program, you’ll see that Goroutine 1 waits for the signal from Goroutine 
2 and then proceeds with its task.

Go channels are a flexible way to synchronize and coordinate complex interactions between goroutines. 
They can be used to implement concurrency patterns producer-consumer or fan-out/fan-in.

Choosing your synchronization mechanism

Are channels always the answer? Definitely not! We can use mutexes or channels to solve the same 
problem. How do we choose? Prefer pragmatism. When mutexes make your solution easy to read 
and maintain, don’t think twice and go with mutexes!

If you have trouble choosing between them, here is an opinionated guideline.

Use channels when you need to do the following:

•	 Pass the ownership of data

•	 Distribute units of work

•	 Communicate results in an asynchronous way

Use mutexes when you’re handling the following:

•	 Caches

•	 Shared state

Alright, let’s wrap things up and recap what we’ve covered in this chapter.

Summary
In this chapter, we learned about the functioning of goroutines, their simplicity, and the importance 
of synchronization using WaitGroup. We also became aware of the difficulties in managing shared 
state, using a warehouse analogy to explain data races. Additionally, we were introduced to Go’s race 
detection tool to identify race conditions, the significance of communication channels, and their 
potential pitfalls.

Now that our concurrency knowledge is refreshed, let’s explore in the next chapter interactions with 
an operational system using system calls.



Part 2:  
Interaction with the OS

In this part, we will delve into system-level programming concepts using Go. You will explore inter-
process communication (IPC) mechanisms, system event handling, file operations, and Unix sockets. 
This section provides practical examples and detailed explanations to equip you with the knowledge 
and skills to build robust and efficient system-level applications.

This part has the following chapters:

•	 Chapter 3, Understanding System Calls

•	 Chapter 4, File and Directories operations

•	 Chapter 5, Working with System Events

•	 Chapter 6, Understanding Pipes in Inter-Process Communication

•	 Chapter 7, Unix Sockets





3
Understanding System Calls

In this chapter, you will embark on a journey into the world of system calls, those fundamental interfaces 
that bridge user-level programs with the operating system kernel. Through relatable analogies and 
real-world parallels, we’ll demystify the intricate dance of software execution, highlighting the pivotal 
roles of the kernel, user mode, and kernel mode.

Understanding system calls and their interaction with the operating system is crucial for any software 
developer aiming to craft efficient and robust applications. In the broader context of this book, this 
chapter lays the foundation for subsequent discussions on advanced OS interactions and system-level 
programming. Moreover, in the real-world context, mastering these concepts equips developers with 
the tools to optimize software performance, troubleshoot issues at the system level, and harness the 
full potential of the operating system’s capabilities.

In this chapter, we are going to cover the following main topics:

•	 Introduction to system calls

•	 The syscall package

•	 A closer look at the os and x/sys packages

•	 Everyday system calls

•	 Developing and testing a command-line interface (CLI) program

By the end of this chapter, you will not only have grasped the theoretical underpinnings of system 
calls but also gained hands-on experience by constructing a CLI application using Go.

Technical requirements
You can find this chapter’s source code at https://github.com/PacktPublishing/
System-Programming-Essentials-with-Go/tree/main/ch3.

https://github.com/PacktPublishing/System-Programming-Essentials-with-Go/tree/main/ch3
https://github.com/PacktPublishing/System-Programming-Essentials-with-Go/tree/main/ch3
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Introduction to system calls
System calls, often called “syscalls,” are fundamental to an operating system’s interface. They are 
low-level functions provided by the operating system kernel that allow user-level processes to request 
services from the kernel.

If you are new to the concept, some analogies could make understanding more effortless. Let’s correlate 
the idea with traveling.

User mode versus kernel mode
A processor (or CPU) has two modes of operation: user mode and kernel mode (also known as 
supervisor mode or privileged mode). These modes dictate the level of access and control that 
a program has over system resources. User mode is restricted and doesn’t allow direct access to 
certain critical system resources, while kernel mode has more privileges and can access these 
resources. Permission granted, proceed with caution

When it comes to system calls, the kernel plays the role of a strict border control officer. System calls 
are like the passports we need to navigate the diverse landscapes of software execution. Think of the 
kernel as a heavily fortified international border checkpoint. Just as travelers need permission to enter 
a foreign land, our processes require approval to access the kernel’s resources. System calls serve as 
passports, allowing us to cross the border between user and kernel spaces.

The catalog of services and identification

Much like a traveler’s guidebook, the kernel offers a comprehensive catalog of services through the system 
call application programming interface (API). These services range from creating new processes to 
handling input and output (I/O) operations such as amenities and attractions in a foreign country.

A numerical code uniquely identifies each system call, like your passport number. However, this 
numbering system remains hidden from everyday use. Instead, we interact with system calls by their 
names, much like travelers identifying services and landmarks by their local names rather than their 
codes. For instance, an open system call might be identified by the number 5 in the kernel’s internal 
system call table. However, as programmers, we refer to this system call by its name, “open,” much 
like travelers identify places by their local names rather than their GPS coordinates.

The location of the system call table depends on the OS and the architecture, but if you are curious 
about these identifiers, you can visit a handcrafted table at the following link:

https://filippo.io/linux-syscall-table/

https://filippo.io/linux-syscall-table/
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Information exchange

System calls are not one-way transactions; they involve a careful exchange of information. Each 
system call comes with arguments that dictate what data needs to travel between user space (your 
process’s domain) and kernel space (the kernel’s realm). Picture it as a well-coordinated cross-border 
conversation, where information passes seamlessly between the two sides.

When you use the write() system call to save data to a file, you pass not only the data but also 
information about where to write it (for example, a file descriptor and a data buffer). This data exchange 
is like a conversation across borders, with data moving seamlessly between the user and kernel spaces.

The syscall package
We observe a consistent trend: the vast majority of functionalities we require are readily accessible 
within the standard library, a testament to its comprehensiveness and utility. However, there is a 
notable exception in this pattern – the syscall package.

The package has been a foundation for interfacing with system calls and constants across various 
architectures and operating systems. However, over time, several issues have emerged that led to 
its deprecation:

•	 Bloat: Who doesn’t love a package that grows without bounds? With definitions for just 
about every system call and constant you could (or couldn’t) think of, syscall was like that 
overstuffed closet you promise to clean out... someday.

•	 Testing limitations: A significant portion of the package lacks explicit tests. Moreover, cross-
platform testing is unfeasible due to the package’s design.

•	 Curation challenges: The package was reminiscent of the Wild West when it came to changing 
lists – a free-for-all where almost any change was welcomed with open arms. It wasn’t just the 
party everyone wanted an invite to; it was also the hub for supporting a vast array of packages 
and systems. However, this popularity came at a cost. Determining the value of these myriad 
changes grew challenging, and the outcome? The syscall package set a record by becoming 
one of the least maintained, tested, and documented packages in the standard repository.

•	 Documentation: The syscall package, with its unique variations for each system, is like a 
mystery wrapped in an enigma for developers. While one would hope for clarity, the godoc 
tool only offers a sneak peek, very similar to a movie trailer showcasing just the highlights. 
This selective display, tailored to its native environment, combined with an overarching lack of 
documentation, turns understanding and effectively using the package into a challenging endeavor.

•	 Compatibility? A moving target: Despite earnest efforts to uphold the Go 1 compatibility 
guarantee, the syscall package often feels like it’s in a relentless chase, something like pursuing 
a unicorn. Operating systems, with their constant evolution, present a challenge that’s beyond 
the Go team’s control. For instance, shifts in FreeBSD have impacted the package’s compatibility.
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To address these concerns, the Go team proposed the following:

•	 Freezing the syscall package: Starting from Go 1.3, the syscall package would be frozen, 
meaning no further changes would be made to it. This includes not updating it even if there 
are changes in the operating systems it references.

•	 Introduction of x/sys: A new package, x/sys (https://pkg.go.dev/golang.org/x/
sys), was created to replace the syscall package. This new package is easier to maintain, 
document, and use for cross-platform development.

•	 Deprecation: While the syscall package would continue to exist and function, all new public 
development was shifted to x/sys. The documentation for the syscall package would 
guide users toward this new repository.

In essence, while the syscall package served its purpose for a time, the challenges it posed in terms 
of maintenance, documentation, and compatibility necessitated its deprecation in favor of a more 
structured and maintainable approach with x/sys.

For more information on the decision, there is a post by Rob Pike explaining the decision (https://
go.googlesource.com/proposal/+/refs/heads/master/design/freeze-
syscall.md).

A closer look at the os and x/sys packages
As we can see in the Go documentation regarding the x/sys package:

“The primary use of x/sys is inside other packages that provide a more portable interface to the system, 
such as “os”, “time” and “net”.

Use those packages rather than this one if you can. For details of the functions and data types in this 
package consult the manuals for the appropriate operating system. These calls return err == nil to indicate 
success; otherwise err is an operating system error describing the failure. On most systems, that error 
has type syscall.Errno.”

x/sys package – low-level system calls

The x/sys package in Go provides access to low-level system calls. It’s typically used when interacting 
directly with the operating system is necessary or for platform-specific operations. It’s important to 
exercise caution when using x/sys, as incorrect usage can lead to system instability or security issues.

To use this package, you should download it using the Go tools:

go get -u golang.org/x/sys

Let’s explore what this package could offer.

https://pkg.go.dev/golang.org/x/sys
https://pkg.go.dev/golang.org/x/sys
https://go.googlesource.com/proposal/+/refs/heads/master/design/freeze-syscall.md
https://go.googlesource.com/proposal/+/refs/heads/master/design/freeze-syscall.md
https://go.googlesource.com/proposal/+/refs/heads/master/design/freeze-syscall.md
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System calls

Here are some system call invocations and constants:

•	 unix.Syscall(): Call a specific system call with arguments

•	 unix.Syscall6(): Similar to Syscall() but for system calls with six arguments

•	 unix.SYS_*: Constants representing various system calls (for example, unix.SYS_
READ, unix.SYS_WRITE)

For example, the next two snippets result in the same outcome, printing "Hello World!".

Using the fmt package, you get the following output:

fmt.Println("Hello World!")

And by using the x/sys package, you get the following:

unix.Syscall(unix.SYS_WRITE, 1,
  uintptr(unsafe.Pointer(&[]byte("Hello, World!")[0])),
  uintptr(len("Hello, World!")),
 )

Things can get complex very easily if we decide to use a low-level abstraction instead of the fmt package.

We can continue exploring the package API by category.

File operations

These functions let us interact with general files:

•	 unix.Create(): Create a new file

•	 unix.Unlink(): Remove a file

•	 unix.Mkdir(), unix.Rmdir(), and unix.Link(): Create and remove directories 
and links

•	 unix.Getdents(): Get directory entries

Signals

Here are two examples of functions that interact with OS signals:

•	 unix.Kill(): Send a kill signal to a process

•	 unix.SIGINT: Interrupt signal (commonly known as Ctrl + C)
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User and group management

We can manage users and groups using the following calls:

•	 syscall.Setuid(), syscall.Setgid(), syscall.Setgroups(): Set user and 
group IDs

System information

We can analyze some statistics on memory and swap usage and the load average using the 
Sysinfo() function:

•	 syscall.Sysinfo(): Get system information

File descriptors

While it’s not an everyday task, we can also interact with file descriptors directly:

•	 unix.FcntlInt(): Perform various operations on file descriptors

•	 unix.Dup2(): Duplicate a file descriptor

Memory-mapped files

Mmap is an acronym for memory-mapped files. It provides a mechanism for reading and writing 
files without relying on system calls. When using Mmap(), the operating system allocates a section 
of a program’s virtual address space, which is directly “mapped” to a corresponding file section. If 
the program accesses data from that part of the address space, it will retrieve the data stored in the 
related part of the file:

•	 syscall.Mmap(): Map files or devices into memory

Operating system functionality

The os package in Go provides a rich set of functions for interacting with the operating system. It’s 
divided into several subpackages, each focusing on a specific aspect of OS functionality.

The following are file and directory operations:

•	 os.Create(): Creates or opens a file for writing

•	 os.Mkdir() and os.MkdirAll(): Create directories

•	 os.Remove() and os.RemoveAll(): Remove files and directories

•	 os.Stat(): Get file or directory information (metadata)
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•	 os.IsExist(), os.IsNotExist(), and os.IsPermission(): Check file/directory 
existence or permission errors

•	 os.Open(): Open a file for reading

•	 os.Rename(): Rename or move a file

•	 os.Truncate(): Resize a file

•	 os.Getwd(): Get the current working directory

•	 os.Chdir(): Change the current working directory

•	 os.Args: Command-line arguments

•	 os.Getenv(): Get environment variables

•	 os.Setenv(): Set environment variables

The following are for processes and signals:

•	 os.Getpid(): Get the current process ID

•	 os.Getppid(): Get the parent process ID

•	 os.Getuid() and os.Getgid(): Get the user and group IDs

•	 os.Geteuid() and os.Getegid(): Get the effective user and group IDs

•	 os.StartProcess(): Start a new process

•	 os.Exit(): Exit the current process

•	 os.Signal: Represents signals (for example, SIGINT, SIGTERM)

•	 os/signal.Notify(): Notify on signal reception

The os package allows you to create and manipulate processes. You can start new processes, obtain 
information about the current process, and manipulate its properties:

package main

import (
     "fmt"
     "os"
     "os/exec"
)

func main() {
     // Start a new process
     cmd := exec.Command("ls", "-l")
     cmd.Stdout = os.Stdout



Understanding System Calls46

     cmd.Stderr = os.Stderr
     err := cmd.Run()
     if err != nil {
          fmt.Println(err)
          return
     }

     // Get the current process ID
     pid := os.Getpid()
     fmt.Println("Current process ID:", pid)
}

The main parts of this program are the following:

•	 exec.Command("ls", "-l"): This creates a new command to run the ls command 
with the -l flag.

•	 cmd.Stdout = os.Stdout: This redirects the standard output of the ls command to 
the standard output of the main program.

•	 cmd.Stderr = os.Stderr: Similarly, this redirects the standard error of the ls command 
to the standard error of the main program.

•	 err := cmd.Run(): This runs the ls command. If there’s an error during its execution, 
it will be stored in the err variable.

•	 os.Getpid(): This retrieves the process ID of the current process.

While the os package provides a high-level interface for many system-related tasks, the syscall(and 
x/sys) package allows you to make lower-level system calls directly. This can be useful when you 
need fine-grained control over system resources.

Portability

While x/sys is the go-to package to make syscalls, you must explicitly choose between Unix and 
Windows. The recommended way to interact with the operating system is to use the os package. 
When you build your program to a determined OS and architecture, the compiler will do the heavy 
lifting to use the adequate syscall version.

For example, while in Windows, you need to call a function with the following signature:

SetEnvironmentVariable(name *uint16, value *uint16) (err error)

The signature doesn’t even have the same name for Unix-based systems, as we can see in the next snippet:

Setenv(key, value string) error
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To avoid this “signature Tetris,” we could use the function from the os package with the same semantics:

Setenv(key, value string) error

(Yes! The signature is the same as the Unix version.)

Note
The primary use of syscall (https://pkg.go.dev/syscall) is inside other packages 
that provide a more portable interface to the system, such as os, time, and net.

From now on, we leverage the os package, and only in exceptional cases will we directly call 
the x/sys package.

Best practices

As a system programmer using the os and x/sys packages in Go, consider the following best practices:

•	 Use the os package for most tasks, as it provides a safer and more portable interface

•	 Reserve the x/sys package for situations where fine-grained control over system calls is necessary

•	 Pay attention to platform-specific constants and types when using the x/sys package to ensure 
cross-platform compatibility

•	 Handle errors returned by system calls and os package functions diligently to maintain the 
reliability of your applications

•	 Test your system-level code on different operating systems to verify its behavior in 
diverse environments

Let’s explore how we can trace what is happening in the commands we do in the terminal on a daily basis.

Everyday system calls
Several syscalls are happening in our programs every time under our noses. We can trace these calls 
using the strace tool.

Tracing system calls

The strace tool might not come pre-installed on all Linux distributions, but it’s available in most 
official repositories. Here’s how to install it on some major distributions.

Debian (using APT): Run the following command:

apt-get install strace -y

https://pkg.go.dev/syscall
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Red Hat family (using DNF and YUM)

•	 When using yum, run the following command:

yum install strace

•	 When using dnf, run this command:

dnf install strace

Arch Linux (using Pacman): Run the following command:

pacman -S strace

Basic strace usage

The basic way to use strace is by calling the strace utility followed by the program’s name; 
for example:

strace ls

This will produce an output showing system calls, their arguments, and return values. For instance, the 
execve system call (https://man7.org/linux/man-pages/man2/execve.2.html) 
might look like this:

execve("/usr/bin/ls", ["ls"], 0x7ffdee76b2a0 /* 71 vars */) = 0

Tracing specific system calls

If you only want to trace specific system calls, use the -e flag followed by the system call’s name. For 
example, to trace execve system calls for the ls command, run the following:

strace -e execve ls

Now, we can use our brand-new tool from our toolset to trace syscalls in our programs. Consider the 
following simple main.go file:

package main

import "unix"

func main() {
     unix.Write(1, []byte{"Hello, World!"})
}

https://man7.org/linux/man-pages/man2/execve.2.html
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This program needs to interact with a hardware device by writing data to the standard output, our 
console. To gain access to the console and perform this operation, the program requires permission 
from the kernel. This permission is obtained through a system call, like requesting access to a specific 
functionality, such as sending messages to the console, which allows your program to utilize the 
console’s resources.

The unix.Write function is being called with two arguments:

•	 The first argument is 1, which is the file descriptor for standard output (stdout) in Unix-like 
systems. This means the program will write data to the console or terminal where the program 
is run.

•	 The second argument is []byte{"Hello, World!"}, which is a byte slice containing 
the "Hello, World!" string.

We build the program calling the binary as app:

go build -o app main.go

We then run with strace tool, filtering the write syscall:

strace -e write ./app 2>&1

You should see the following output as a result:

write(1, "Hello, World!", 13Hello, World!)           = 13

Now, it’s time to explore a program that interacts with the OS. Let’s make and test our very first 
CLI application.

Developing and testing a CLI program
CLI applications are essential tools in software development, system administration, and automation. 
When creating CLI applications, interacting with stdin (standard input), stderr (standard error), 
and stdout (standard output) plays a crucial role in ensuring their effectiveness and user-friendliness.

In this section, we’ll explore why these standard streams are indispensable components of CLI development.

Standard streams

The concept of stdin, stderr, and stdout is deeply rooted in the Unix philosophy of “everything 
is a file.”(We will explore this more in Chapter 4, File and Directory Operations.) These standardized 
streams provide a consistent way for CLI applications to communicate with users and other processes. 
Users have come to expect CLI tools to work in a certain way, and adhering to these conventions 
enhances the predictability and user-friendliness of your application.
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One of the most powerful aspects of CLI applications is their ability to work together seamlessly 
through pipelines (see more in Chapter 6, Pipes). In Unix-like systems, you can chain multiple CLI 
tools together, with each tool processing data from the previous one’s stdout. This model allows for 
the efficient processing of data and complex task automation. When your application interacts with 
stdout, it becomes a valuable building block in these pipelines, enabling users to create sophisticated 
workflows effortlessly.

Input flexibility

By utilizing stdin, your CLI application can accept input from various sources. Users can provide 
input interactively via the keyboard, or they can pipe data from other processes directly into your 
tool. Additionally, your application can read input from files, allowing users to process data stored 
in various formats and locations. This flexibility makes your application adaptable to a wide range of 
usage scenarios.

Output flexibility

Similarly, by using stdout, your CLI application can provide output in a format that can be easily 
redirected, saved to files, or used as input for other processes. This adaptability ensures that users can 
leverage your tool’s output in diverse ways, promoting efficiency and versatility in their workflows.

Error handling

stderr is specifically designed for error messages. Separating error messages from regular program 
output simplifies error detection and handling for users. When your application encounters issues, 
stderr provides a designated channel for conveying error information. This separation makes it 
easier for users to identify and address problems promptly.

Cross-platform compatibility

The beauty of stdin, stderr, and stdout lies in their platform-agnostic nature. These streams 
work consistently across different operating systems and environments. Consequently, our CLI 
applications can maintain portability and compatibility, ensuring that they function reliably on various 
systems without modification.

Testing and debugging

By following the convention of using stderr for error output, you make testing and debugging more 
straightforward. Users can easily capture and analyze error messages separately from the program’s 
standard output. This separation aids in pinpointing and resolving issues during development and 
in production environments.
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Logging

Many CLI applications utilize stderr for logging error messages. This practice enables users to 
monitor the application’s behavior and troubleshoot problems effectively. Proper logging enhances 
the maintainability of your application and contributes to its overall robustness.

User experience

Consistency in using stdin, stderr, and stdout contributes to a positive user experience. Users 
are familiar with these streams and expect CLI applications to behave in a standard way. This familiarity 
reduces the learning curve for new users and increases overall user satisfaction.

Compliance with conventions

Throughout the software development and scripting communities, many best practices and established 
conventions assume the use of stdin, stderr, and stdout. Adhering to these conventions makes 
it easier for your CLI application to integrate into existing workflows and practices, saving time and 
effort for both developers and users.

File descriptors

Do you ever wonder how your computer manages to juggle all those open files, network connections, 
and devices without breaking a digital sweat? Well, there’s a little-known secret that keeps everything 
running smoothly: file descriptors. These unassuming numerical IDs are the unsung heroes behind 
your computer’s ability to handle files, directories, devices, and more.

In formal terms, a file descriptor is an abstract representation or numeric identifier the operating 
system uses to uniquely identify and manage open files, sockets, pipes, and other I/O resources. It’s a 
way for programs to refer to open resources.

File descriptors can represent different types of resources:

•	 Regular files: These are files on disk containing data

•	 Directories: Representations of directories on disk

•	 Character devices: Provide access to devices that work with streams of characters, such as 
keyboards and serial ports

•	 Block devices: Used for accessing block-oriented devices, such as hard drives

•	 Sockets: For network communication between processes

•	 Pipes: Used for inter-process communication (IPC)
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When a shell starts a process, it usually inherits three open file descriptors. Descriptor 0 represents the 
standard input, the file providing input to the process. Descriptor 1 represents the standard output, the 
file where the process writes its output. Descriptor 2 represents the standard error, the file where the 
process writes error messages and notifications regarding abnormal conditions. These descriptors are 
typically connected to the terminal in interactive shells or programs. In the os package, stdin, stdout, 
and stderr are open files pointing to the standard input, output, and error descriptors (https://
cs.opensource.google/go/go/+/refs/tags/go1.21.1:src/os/file.go;l=64).

In summary, stdin, stderr, and stdout are integral to the development of effective, user-friendly, 
and interoperable CLI applications. These standardized streams provide a versatile, flexible, and reliable 
means of handling input, output, and errors. By embracing these streams, our CLI applications become 
more accessible and valuable to users, enhancing their ability to automate tasks, process data, and 
achieve their goals efficiently.

Creating a CLI application

Let’s create and test our first CLI application using the best practices for standard streams.

This program will capture all arguments given (words from now on). When the word length is even, 
it will send to stdout; otherwise, it will send to stderr:

words := os.Args[1:]
if len(words) == 0 {
    fmt.Fprintln(os.Stderr, "No words provided.")
    os.Exit(1)
}

The first line retrieves the command-line arguments passed to the program, excluding the program 
name itself. The program name is always the first element in the os.Args slice (os.Args[0]), so 
by using the [1:] slice, it gets all the arguments after the program.

The conditional checks if the length of the words slice is zero, meaning no command-line arguments 
were provided after the program name. If no arguments were provided, it prints a "No words 
provided." error message to the standard error stream using fmt.Fprintln(os.Stderr, 
"No words provided.").

It then exits the program with a nonzero exit code (os.Exit(1)). In Unix-like operating systems, 
an exit code of 0 typically indicates success, while a nonzero exit code indicates an error. In this case, 
the program is signaling that it encountered an error due to the absence of command-line arguments:

for _, w := range words {
    if len(w)%2 == 0 {
        fmt.Fprintf(os.Stdout, "word %s is even\n", w)
    } else {
        fmt.Fprintf(os.Stderr, "word %s is odd\n", w)

https://cs.opensource.google/go/go/+/refs/tags/go1.21.1:src/os/file.go;l=64
https://cs.opensource.google/go/go/+/refs/tags/go1.21.1:src/os/file.go;l=64
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    }
}

This code iterates over each word in the words slice, checks if its length is even or odd, and then 
prints a corresponding message to either the standard output or standard error.

The main.go file will be like this:

package main

import (
     "fmt"
     "os"
)

func main() {
     words := os.Args[1:]
     if len(words) == 0 {
          fmt.Fprintln(os.Stderr, "No words provided.")
          os.Exit(1)
     }

     for _, w := range words {
          if len(w)%2 == 0 {
               fmt.Fprintf(os.Stdout, "word %s is even\n", w)
          } else {
               fmt.Fprintf(os.Stderr, "word %s is odd\n", w)
          }
     }
}

To see our program working, we should pass arguments, as in the next example:

go run main.go alex golang error

To see which words are printed to stdout (standard output) and which are printed to stderr 
(standard error), you can use redirection in the terminal:

go run main.go word1 word2 word3 > stdout.txt 2> stderr.txt

After running the preceding command, you can inspect the contents of stdout.txt and stderr.
txt to see which words were printed to each stream:

cat stdout.txt
cat stderr.txt
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Words with even lengths will be in stdout.txt, and words with odd lengths will be in stderr.txt.

Redirections and standard streams

Remember that stdout is the file descriptor 1 and stderr is the file descriptor 2? Now, it’ll be 
coming together.

When we use > stdout.txt, we’re using a shell redirection operator. It redirects the standard 
output (stdout) of the command to the left of the operator to the file on the right. Since stdout 
is the standard output, the number 1 is commonly omitted, which is not true for 2>. It specifically 
redirects the standard error (stderr).

Note
The stdout.txt and stderr.txt files are where the standard output and standard error 
of the go run command will be written, respectively. If any one of these files doesn’t exist, it 
will be created; if it does exist, it will be overwritten.

Making it testable

We don’t want to execute the program in the terminal to ensure the program still works in every little 
change. In that regard, we want to add automated tests. Let’s refactor the code to write tests.

Moving the core logic

Move the core logic of checking word lengths and printing results to a separate function named app. 
This makes the code more organized and easier to test:

func app(words []string) {
     for _, w := range words {
          if len(w)%2 == 0 {
               fmt.Fprintf(os.Stdout, "word %s is even\n", w)
          } else {
               fmt.Fprintf(os.Stderr, "word %s is odd\n", w)
          }
     }
}
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Introducing a flexible configuration

Add a CliConfig struct to hold configuration values for the CLI. This provides flexibility for future 
modifications. For now, we are interested in making the standard streams easy to change for the tests:

type CliConfig struct {
     ErrStream, OutStream io.Writer
}
func app(words []string, cfg CliConfig) {
     for _, w := range words {
          if len(w)%2 == 0 {
               fmt.Fprintf(cfg.OutStream, "word %s is even\n", w)
          } else {
               fmt.Fprintf(cfg.ErrStream, "word %s is odd\n", w)
          }
     }
}

Functional Options

Functional Options is a design pattern in Go that allows for flexible and clean configuration of objects. 
It’s especially useful when an object has many optional configurations.

This pattern provides several benefits:

•	 Readability: It’s clear which options are being set without having to remember the order 
of parameters.

•	 Extensibility: You can easily add new options without changing existing function signatures 
or calls.

•	 Safety: You can ensure that the object is always in a valid state after construction. You can 
easily provide default values in the constructor. If an option isn’t provided, the default is used.

In our program, we have two optional configurations: outStream and errStream.

Instead of using a constructor with multiple parameters or a configuration struct, you can use 
functional options:

type Option func(*CliConfig) error

func WithErrStream(errStream io.Writer) Option {
     return func(c *CliConfig) error {
          c.ErrStream = errStream
          return nil
     }
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}

func WithOutStream(outStream io.Writer) Option {
     return func(c *CliConfig) error {
          c.OutStream = outStream
          return nil
     }
}

Now, you can have a constructor for the CliConfig struct that accepts these options:

func NewCliConfig(opts ...Option) (CliConfig, error) {
     c := CliConfig{
          ErrStream: os.Stderr,
          OutStream: os.Stdout,
     }

     for _, opt := range opts {
          if err := opt(&c); err != nil {
               return CliConfig{}, err
          }
     }
     return c, nil
}

With the preceding setup, creating a new CliConfig struct becomes intuitive and readable:

NewCliConfig(WithOutStream(&var1),WithErrStream(&var2))
NewCliConfig(WithOutStream(&var1))
NewCliConfig(WithErrStream(&var2))

Updating the main function

We can modify the main function to use the new CliConfig struct and the app function and to 
handle potential errors from NewCliConfig:

func main() {
     words := os.Args[1:]
     if len(words) == 0 {
          fmt.Fprintln(os.Stderr, "No words provided.")
          os.Exit(1)
     }

     cfg, err := NewCliConfig()
     if err != nil {
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          fmt.Fprintf(os.Stderr, "Error creating config: %v\n", err)
          os.Exit(1)
     }

     app(words, cfg)
}

Testing

Let’s look at our test function and examine what we’re achieving with it:

package main

import (
    "bytes"
    "strings"
    "testing"
)

func TestMainProgram(t *testing.T) {
    var stdoutBuf, stderrBuf bytes.Buffer
    config, err := NewCliConfig(WithOutStream(&stdoutBuf), 
WithErrStream(&stderrBuf))
    if err != nil {
        t.Fatal("Error creating config:", err)
    }
    app([]string{"main", "alex", "golang", "error"}, config)
    output := stdoutBuf.String()
    if len(output) == 0 {
        t.Fatal("Expected output, got nothing")
    }
    if !strings.Contains(output, "word alex is even") {
        t.Fatal("Expected output does not contain 'word alex is 
even'")
    }
    if !strings.Contains(output, "word golang is even") {
        t.Fatal("Expected output does not contain 'word golang is 
even'")
    }
    errors := stderrBuf.String()
    if len(errors) == 0 {
        t.Fatal("Expected errors, got nothing")
    }
    if !strings.Contains(errors, "word error is odd") {
        t.Fatal("Expected errors does not contain 'word error is 
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odd'")
    }
}

Let’s break down the key components and steps of this test:

1.	 The TestMainProgram function is the test function that checks the behavior of the app function.

2.	 Two bytes.Buffer variables, stdoutBuf and stderrBuf, are created. These buffers 
will capture the program’s standard output and standard error streams, respectively. This allows 
you to capture and examine the program’s output and error messages within the test.

3.	 The NewCliConfig function is called to create a CliConfig configuration with custom 
output and error streams. The WithOutStream and WithErrStream options are used to 
set the output and error streams to the stdoutBuf and stderrBuf buffers, respectively. This 
is done so that the program’s output and errors are captured and can be checked within the test.

4.	 The app function is called with a list of words as input, and the custom CliConfig struct 
is provided as configuration. In this case, the words "main", "alex", "golang", and 
"error" are passed as arguments to simulate the behavior of your program.

The test then checks various aspects of the program’s output and errors:

1.	 It checks if there is any output captured in stdoutBuf. If there is no output, it fails the test.

2.	 It checks if the expected output messages, such as "word alex is even" and "word 
golang is even", are contained within the captured output. If any expected output is 
missing, it fails the test.

3.	 It checks if there are any errors captured in stderrBuf. If there are no errors, it fails the test.

4.	 It checks if the expected error message, "word error is odd", is contained within the 
captured errors. If the expected error is missing, it fails the test.

We can run the test with the go test command, and a similar output will be displayed:

=== RUN   TestMainProgram
--- PASS: TestMainProgram (0.00s)
PASS

In summary, this unit test verifies if the app function correctly produces the expected output and 
error messages when given a specific set of words. It captures the program’s output and errors using 
bytes.Buffer, checks for the presence of expected messages, and reports test failures if any of the 
expected output or error messages are missing. This test helps ensure that the app function behaves 
as expected in different scenarios, avoiding manual testing using the terminal.
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We can now use our program with other Linux tools:

go build -o cli-app main.go
ls -l | xargs app | grep even

This last command lists the contents of the current directory, passes each line of that listing as an 
argument to the app command, and then filters the output of the app command to display only lines 
containing the word “even”.

Before we move forward, it would be helpful to have a summary of this chapter’s key concepts.

Summary
Drawing from the analogy of traveling, we’ve seen how system calls act as passports, allowing processes 
to navigate the vast terrains of software execution. We’ve distinguished between user mode and kernel 
mode, emphasizing the privileges and restrictions associated with each. The chapter also sheds light 
on the challenges faced by the syscall package in Go, leading to its eventual deprecation in favor 
of the more maintainable x/sys package. Furthermore, throughout this chapter, we’ve successfully 
built a CLI application, harnessing the power of Go’s os and x/sys packages. We’ve seen firsthand 
how system calls can be integrated into practical software solutions, enabling direct interactions with 
the operating system. As you move forward, remember the best practices highlighted and the skills 
acquired, ensuring safe, efficient system-level programming and robust CLI tool creation in Go.

In the next chapter, we will explore the world of file and directory operations in Go, a vital skill 
set for any developer working with filesystems. Our primary emphasis will be identifying insecure 
permissions, determining directory sizes, and pinpointing duplicate files. These techniques hold 
significant importance for all developers who engage with filesystems, as they play a crucial role in 
upholding data integrity and safeguarding security within software applications.





4
File and Directory Operations

In this chapter, we will learn how to work with files and folders using Go. We will explore many valuable 
topics including checking file and folder permissions, working with links, and finding the size of folders.

In this chapter, you will do hands-on activities. You will write and run code that works with files and 
folders. This way, you will learn practical skills for real-world programming tasks.

By the end of this chapter, you will know how to manage files and folders in Go. You can check and 
fix file and folder permissions, find and manage files and folders, and do many other practical tasks. 
This knowledge will help you create secure and effective file-related programs in Go.

In this chapter, we’re going to cover the following main topics:

•	 Identifying unsafe file and directory permissions

•	 Scanning directories in Go

•	 Symbolic links and unlinking files

•	 Calculating directory size

•	 Finding duplicate files

•	 Optimizing filesystem operations

Technical requirements
You can find this chapter source code at https://github.com/PacktPublishing/System-
Programming-Essentials-with-Go/tree/main/ch4

Identifying unsafe file and directory permissions
Retrieving information about a file or directory is a common task in programming and Go provides 
a platform-independent way to perform this operation. The os.Stat function is an essential part 
of the os package, which acts as an interface to operating system functionality. When called, the 

https://github.com/PacktPublishing/System-Programming-Essentials-with-Go/tree/main/ch4
https://github.com/PacktPublishing/System-Programming-Essentials-with-Go/tree/main/ch4
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os.Stat function returns a FileInfo interface and an error. The FileInfo interface contains 
various file metadata, such as its name, size, permissions, and modification times.

Here’s the signature of the os.Stat function:

func Stat(name string) (FileInfo, error)

The name parameter is the path to the file or directory you want to obtain information about.

Let’s discover how we could use os.Stat to get information about a file:

package main

import (
     "fmt"
     "os"
)

func main() {
     info, err := os.Stat("example.txt")
     if err != nil {
          panic(err)
     }
     fmt.Printf("File name: %s\n", info.Name())
     fmt.Printf("File size: %d\n", info.Size())
     fmt.Printf("File permissions: %s\n", info.Mode())
     fmt.Printf("Last modified: %s\n", info.ModTime())
}

In this example, in the main function, we call os.Stat with the path to a file named example.
txt. When os.Stat returns an error, we “panic” the error and exit the program. Otherwise, we 
use the FileInfo methods (Name, Size, Mode, and ModTime) to print out some information 
about the file.

It’s important to check the error returned by os.Stat. If the error is non-nil, it’s likely because the 
file doesn’t exist or there’s a permission problem. A common way to check for a non-existent file is to 
use the os.IsNotExist function:

info, err := os.Stat("example.txt")
if err != nil {
     if os.IsNotExist(err) {
          fmt.Println("File does not exist")
     } else {
          panic(err)
     }
}
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In this code, we first call the os.Stat function to check the status of a file. If an error occurs during this 
operation, we check whether the error is because the file doesn’t exist by using the os.IsNotExist 
function. If it is due to the file not existing, we display a message. However, if the error is for some 
other reason, we panic it and terminate the program. Once we know how to read file metadata, we 
can start to explore and understand files and their permissions.

Files and permissions

In Linux, files are categorized into various types, each serving a unique purpose. Here’s a rundown 
of common Linux file types along with their correlation to the FileMode bits returned from 
FileInfo.Mode() call.

Regular files

Regular files contain data such as text, images, or programs. They are denoted by - in the first character 
of the file listing. In Go, a regular file is represented by the absence of other file-type bits. You can 
check whether a file is a regular file using the IsRegular method on FileMode.

Directories

Directories hold other files and directories. They are denoted by d in the first character of the file 
listing. The os.ModeDir bit represents a directory. You can check whether a file is a directory using 
the IsDir() method.

Symbolic links

Symbolic links are pointers to other files. They are denoted by l in the first character of the file listing. 
The os.ModeSymlink bit represents a symbolic link. Unfortunately, FileMode in Go does not 
directly expose a method to check for symbolic links, but we can check whether FileMode&os.
ModeSymlink is non-zero.

Named pipes (FIFOs)

Named pipes are mechanisms for inter-process communication, denoted by p in the first character 
of the file listing. The os.ModeNamedPipe bit represents a named pipe.

Character devices

Character devices provide unbuffered, direct access to hardware devices, and are denoted by c in 
the first character of the file listing. The os.ModeCharDevice bit represents a character device.
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Block devices

Block devices provide buffered access to hardware devices and are denoted by b in the first character 
of the file listing. Go does not have a direct FileMode bit for block devices. However, you might 
still be able to work with block devices using the os package’s file operations.

Sockets

Sockets are endpoints for communication, denoted by s in the first character of the file listing. The 
os.ModeSocket bit represents a socket.

The FileMode type in Go encapsulates these bits and provides methods and constants for working 
with file types and permissions, making it easier to perform file operations in a cross-platform way.

In Linux, the permissions system is a crucial aspect of file and directory security. It determines who 
can access, modify, or execute files and directories. Permissions are represented by a combination of 
read (r), write (w), and execute (x) permissions for three categories of users: owner, group, and others.

Let’s refresh what these permissions represent:

•	 Read (r): Allows reading or viewing the file’s contents or listing a directory’s contents

•	 Write (w): Allows modifying or deleting a file’s contents or adding/removing files in a directory

•	 Execute (x): Allows executing a file or accessing the contents of a directory (if you have execute 
permission on the directory itself)

Linux file permissions are typically displayed in the form of a 9-character string, such as rwxr-xr—, 
where the first three characters represent permissions for the owner, the next three for the group, and 
the last three for others.

When we combine the file type and its permissions, we form the 10-character string that the ls -l 
command returns in the first column of the following example:

-rw-r--r-- 1 user group  0 Oct 25 10:00 file1.txt
-rw-r--r-- 1 user group  0 Oct 25 10:01 file2.txt
drwxr-xr-x 2 user group 4096 Oct 25 10:02 directory1

If we take a closer look at directory1, we can determine the following:

•	 It’s a directory because of the first letter d

•	 The owner has permission to read, write, and execute, given the first triplet rwx

•	 The group and the user can read and execute, given the same string r-x
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To check file permissions in Go, you can use the os package to inspect file and directory properties. 
Here’s a simple example of how to check file permissions using Go:

package main

import (
    "fmt"
    "os"
)

func main() {
    // Stat the file to get its information
    fileInfo, err := os.Stat("example.txt")
    if err != nil {
         fmt.Println("Error:", err)
         return
    }

    // Get file permissions
    permissions := fileInfo.Mode().Perm()
    permissionString := fmt.Sprintf("%o", permissions)
    fmt.Printf("Permissions: %s\n", permissionString)
}

In this example, we use the os.Stat to retrieve file information, and then we extract the permissions 
using fileInfo.Mode().Perm(). The Perm() method returns a os.FileMode value, which 
we format as an octal string using fmt.Sprintf.

You may ask yourself, why an octal string?

Octal notation provides a compact and human-readable way to represent file permissions. The octal 
digit is the sum of the values for read (4), write (2), and execute (1). For example, rwx (read, write, 
execute) is 7 (4+2+1), r-x (read, no write, execute) is 5 (4+0+1), and so on.

So, for example, the permissions -rwxr-xr-- can be succinctly represented as 755 in octal.

Note
The convention of using octal representation for permissions dates to the early days of Unix. 
Over the decades, this convention has been retained for consistency and compatibility with 
older scripts and utilities.
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Scanning directories in Go
Go provides a robust and platform-independent way to work with file and directory paths, making it 
an excellent choice for building file-related applications. We will cover topics such as fil- path joining, 
cleaning, and traversal, along with some best practices for handling file paths effectively.

Understanding file paths

Before we dive into manipulating file paths in Go, it’s important to understand the basics. A file path is 
a string representation of a file or directory’s location within a filesystem. File paths typically consist of 
one or more directory names separated by a path separator, which varies between operating systems.

For example, on Unix-like systems (Linux, macOS), the path separator is /, such as /home/user/
documents/myfile.txt.

On Windows systems, the path separator is \, such as C:\Users\User\Documents\myfile.
txt.

Go provides a convenient way to work with file paths independently of the underlying operating 
system, ensuring cross-platform compatibility.

Using the path/filepath package

Go’s standard library includes the path/filepath package, which provides functions for 
manipulating file paths in a platform-independent manner. Let’s explore some common operations 
you can perform with this package.

Joining file paths

To join multiple parts of a file path into a single, correctly formatted path, we can use the filepath.
Join function. It takes any number of arguments, concatenates them with the appropriate path 
separator, and returns the resulting file path:

package main

import (
     "fmt"
     "path/filepath"
)

func main() {
     dir := "/home/user"
     file := "document.txt"

     fullPath := filepath.Join(dir, file)
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     fmt.Println("Full path:", fullPath)
}

In this example, filepath.Join correctly handles the path separator based on the operating 
system. When we run this program, we should see this output:

Full path: /home/user/document.txt

Cleaning file paths

File paths can become messy over time due to concatenation or user input. The filepath.Clean 
function helps clean up and simplify file paths by removing redundant separators and references to 
the current directory (.) and the parent directory (..).

package main

import (
     "fmt"
     "path/filepath"
)

func main() {
     uncleanPath := "/home/user/../documents/file.txt"
     cleanPath := filepath.Clean(uncleanPath)
     fmt.Println("Cleaned path:", cleanPath)
}

In this example, filepath.Clean transforms the unclean path into a cleaner and more readable 
path. When we run this program, we should see this output:

Cleaned path: /home/documents/file.txt

Splitting file paths

To extract directory and file components from a file path, we can use filepath.Split. In this 
example, filepath.Split separates the directory and file parts of a file path:

package main

import (
     "fmt"
     "path/filepath"
)

func main() {
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     path := "/home/user/documents/myfile.txt"
     dir, file := filepath.Split(path)
     fmt.Println("Directory:", dir)
     fmt.Println("File:", file)
}

When we run this program, we should see this output:

Directory: /home/user/documents/
File: myfile.txt

Traversing directories

You can use the filepath.WalkDir function to traverse directories and perform actions on files 
and directories within them. This function recursively explores the directory tree.

 Let’s analyze the signature of this function:

func WalkDir(root string, fn fs.WalkDirFunc) error

The first parameter is the root of a file tree we want to traverse. The second parameter is WalkdirFunc, 
which is a function type. When we look further, we can see what this type determines:

type WalkDirFunc func(path string, d DirEntry, err error) error

path is the argument containing the argument of WalkDir as a prefix. In other words, if root is 
/home and the current iteration is over the Documents directory, then path will contain the /
home/Documents string.

The second parameter is a DirEntry interface. This interface is defined by four methods.

The Name() function returns the base name of the file or subdirectory, not the full path.

For instance, it would only return the file name hello.go and not the entire file path, such as home/
gopher/hello.go.

The IsDir() function checks whether the given entry refers to a directory.

The Type() method returns the type bits for the given entry, which is a subset of FileMode bits 
returned by the FileMode.Type method.

To get information about a file or directory, you can use the Info() function. It returns a FileInfo 
object that describes the file or directory. Keep in mind that the returned object may represent the 
file or directory as it was when the original directory was read, or as it is at the time of the call to 
Info(). If the file or directory has been deleted or renamed since the directory was read, Info may 
return an error ErrNotExist. If the entry you’re examining is a symbolic link, Info() will provide 
information about the link itself, rather than its target.
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When using the WalkDir function, the result returned by the function determines the behavior of 
the function. If the function returns the SkipDir value, WalkDir will skip the current directory 
(or path if it is a directory) and move on to the next one. If the function returns the SkipAll value, 
WalkDir will skip all remaining directories and files, and stop walking the tree. In case the function 
returns a non-nil error, WalkDir will stop entirely and return that error. The err argument reports 
an error related to the path, which signals that WalkDir will not walk into that directory. The function 
using the WalkDir can decide how to handle that error. As mentioned earlier, returning the error 
will cause WalkDir to stop walking the entire tree.

To make it all clear, let’s expand the application of Chapter 3. Instead of just classifying the inputs as 
odd or even, this program will traverse a directory tree up to a maximum depth specified, and as a 
bonus feature, we will permit the user to redirect the output to a file.

First of all, we need to add two new flags to our program in the main function:

var outputFileName string
flag.StringVar(&outputFileName, "f", "", "Output file (default: 
stdout)")

flag.Parse()

This code sets up the command-line flag (-f) with the default value and description, associates it 
with a variable (outputFileName), and then parses the command-line arguments to populate this 
variable with user-provided values. This allows the program to accept specific options when running 
from the command line.

Now, let’s change the NewCliConfig function to set the default values for these two new variables:

func NewCliConfig(opts ...Option) (CliConfig, error) {
  c := CliConfig{
    OutputFile: "", // empty means only OutStream is used
    ErrStream:  os.Stderr,
    OutStream:  os.Stdout,
  }

  // other lines omitted for brevity
}

Now we should update our function app to this new output option:

var outputWriter io.Writer
  if cfg.OutputFile != "" {
    outputFile, err := os.Create(cfg.OutputFile)
    if err != nil {
      fmt.Fprintf(cfg.ErrStream, "Error creating output file: %v\n", 
err)
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      os.Exit(1)
    }
    defer outputFile.Close()
    outputWriter = io.MultiWriter(cfg.OutStream, outputFile)
  } else {
    outputWriter = cfg.OutStream
  }

This first part of the function app determines whether to create an output file based on the cfg.
OutputFile configuration variable. If an output file is created successfully, it sets up MultiWriter 
to write to both the standard output and the file. If no output file is specified, it simply uses the standard 
output as outputWriter. This design allows for flexible output handling in a program.

Lastly, we will traverse all directories. To exemplify how to skip directories, let’s assume that we want 
to always skip the .git directory:

for _, directory := range directories {
    err := filepath.WalkDir(directory, func(path string, d 
os.DirEntry, err error) error {
      if path == ".git" {
        return filepath.SkipDir
      }

      if d.IsDir() {
        fmt.Fprintf(outputWriter, "%s\n", path)
      }
      return nil
    })

    if err != nil {
      fmt.Fprintf(cfg.ErrStream, "Error walking the path %q: %v\n", 
directory, err)
      continue
    }
  }

This part of the code iterates through a list of directories and recursively walks through each directory’s 
contents. For each directory it encounters, it prints the directory’s path to the specified output stream 
and handles errors that may occur during the walking process. As mentioned before, it skips processing 
the .git directories to avoid including version control metadata in the output.

Once we know how to traverse our filesystem, we must explore more examples in different contexts.
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Symbolic links and unlinking files
Oh, the good old Unix system, where names such as link and unlink provide that poetic sense 
of symmetry, luring you into a false sense of simplistic understanding, only to have you stumbling 
down a rabbit hole of system calls.

So, link and unlink should be as related as two peas in a pod, right? Well, they are... to a certain extent.

Symbolic links – the shortcut of the file world

Symbolic links are like the shortcuts on your desktop, only for files in the digital realm. Imagine 
your computer’s filesystem as a vast library filled with books (files), and you want a convenient way 
to access your favorite book (file) from multiple shelves (directories). Instead of running around the 
library, you put up a “shortcut” sign that says, “Hey, the book you’re looking for is on that shelf!” That’s 
a symbolic link! It’s like having a teleportation spell for your files, allowing you to instantly jump from 
one location to another without the need for a magic broomstick.

Imagine you have a file called important_document.txt located in a directory called /home/
user/document. You want to create a shortcut to this file in another directory called /home/
user/desktop so you can access it quickly.

In the Linux command line, you can create a symbolic link using the ln command with the -s option:

ln -s /home/user/documents/important_document.txt /home/user/desktop/
shortcut_to_document.txt

Here’s what’s happening:

•	 ln: This is the command for creating links

•	 -s: This option specifies that we’re creating a symbolic link (symlink)

•	 /home/user/documents/important_document.txt: This is the source file you 
want to link to

•	 /home/user/desktop/shortcut_to_document.txt: This is the destination where 
you want to create the symbolic link

Now, when you open /home/user/desktop/shortcut_to_document.txt, it’s like clicking 
on a shortcut on your computer’s desktop, and it takes you straight to important_document.txt.

We can achieve the same result in Go:

package main
import (
  "fmt"
  "os"
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)

func main() {
  // Define the source file path.
  sourcePath := "/home/user/Documents/important_document.txt"

  // Define the symlink path.
  symlinkPath := "/home/user/Desktop/shortcut_to_document.txt"

  // Create the symlink.
  err := os.Symlink(sourcePath, symlinkPath)
  if err != nil {
    fmt.Printf("Error creating symlink: %v\n", err)
    return
  }

  fmt.Printf("Symlink created: %s -> %s\n", symlinkPath, sourcePath)
}

The os.Symlink function is used to create the symlink. After running the ls -l command on 
the terminal, we should see something like the following output:

lrwxrwxrwx 1 user user 44 Oct 29 21:44 shortcut_to_document.txt -> /
home/alexr/documents/important_document.txt

As we discussed before, the first letter in the string lrwxrwxrwx denotes this file as a symlink.

Unlinking files – the great escape act

Unlinking files is like being a magician with a flair for dramatic exits. You’ve got a file that’s overstayed 
its welcome, and you want it to vanish in a puff of smoke. So, you grab your magician’s wand (the 
unlink command) and with a flick of your wrist, you shout, “Abracadabra, Hocus Pocus, Be Gone!” 
And just like that, the file disappears into thin air. It’s the ultimate disappearance act in the world of 
computing, leaving no trace behind. Now, if only you could do that with your laundry!

But remember, just like magic, unlinking files can be powerful, so use it wisely. You wouldn’t want to 
accidentally make your important documents vanish into the digital ether!

Now, let’s say you want to perform the great vanishing act and remove that symbolic link you created 
earlier. You can use the unlink command (or rm for removing regular files):

unlink /home/user/desktop/shortcut_to_document.txt
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rm is used as follows:

rm /home/user/desktop/shortcut_to_document.txt

Here’s what’s happening:

•	 unlink or rm: These commands are used to remove files

•	 /home/user/desktop/shortcut_to_document.txt: This is the path to the symbolic 
link (or file) you want to remove

We can achieve the same result using the Remove function from the os package:

package main

import (
     "fmt"
     "os"
)

func main() {
     // Define the path to the file or symlink you want to remove.
     filePath := "/path/to/your/file-or-symlink.txt"

     // Attempt to remove the file.
     err := os.Remove(filePath)
     if err != nil {
          fmt.Printf("Error removing the file: %v\n", err)
          return
     }
     fmt.Printf("File removed: %s\n", filePath)
}

When we execute this program, the symbolic link disappears, just like magic! However, it’s important 
to note that if you used os.Remove to delete the link, it won’t affect the file the links refer to. It’s 
just removing the shortcut.

Let’s create a CLI to check whether a symbolic link is dangling; in other words, the file it points to 
does not exist anymore.

We can do everything the same as we did in the last CLI app, with just a few changes:

for _, directory := range directories {
    err := filepath.Walk(directory, func(path string, info 
os.FileInfo, err error) error {
      if err != nil {
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        fmt.Fprintf(cfg.ErrStream, "Error accessing path %s: %v\n", 
path, err)
        return nil
      }

      // Check if the current file is a symbolic link.
      if info.Mode()&os.ModeSymlink != 0 {
        // Resolve the symbolic link.
        target, err := os.Readlink(path)
        if err != nil {
          fmt.Fprintf(cfg.ErrStream, "Error reading symlink %s: %v\n", 
path, err)
        } else {
          // Check if the target of the symlink exists.
          _, err := os.Stat(target)
          if err != nil {
            if os.IsNotExist(err) {
              fmt.Fprintf(outputWriter, "Broken symlink found: %s -> 
%s\n", path, target)
            } else {
              fmt.Fprintf(cfg.ErrStream, "Error checking symlink 
target %s: %v\n", target, err)
            }
          }
        }
      }
    })

    if err != nil {
      fmt.Fprintf(cfg.ErrStream, "Error walking directory %s: %v\n", 
directory, err)
    }
  }

Let’s break down the most important parts:

•	 if info.Mode()&os.ModeSymlink != 0 { ... }: This checks whether the current 
file is a symbolic link. If it is, it enters this block to resolve and check the validity of the symlink.

•	 target, err := os.Readlink(path): This attempts to read the target of the symbolic 
link using os.Readlink. If an error occurs, it prints an error message indicating that reading 
the symlink failed.
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•	 It checks if the target of the symlink exists by using os.Stat(target). If an error occurs 
during this check, it distinguishes between different types of errors:

•	 If the error indicates that the target does not exist (os.IsNotExist(err)), it prints a 
message indicating a broken symlink.

•	 If the error is of another type, it prints an error message indicating that checking the symlink 
target failed.

In a nutshell, link and unlink are the social coordinators of the UNIX filesystem world. link 
helps make new associations by adding a new name to a file, while unlink sends the file into the 
oblivion of deletion. They may seem like opposite sides of the same coin, but unlink is the harsh 
reality check to the merry matchmaking of link.

Calculating directory size
One of the most common things to be done is to check the size of directories. How can we do it using 
all our knowledge in Go? We first need to create a function to calculate the size of a directory:

func calculateDirSize(path string) (int64, error) {
  var size int64

  err := filepath.Walk(path, func(filePath string, fileInfo 
os.FileInfo, err error) error {
    if err != nil {
      return err
    }
    if !fileInfo.IsDir() {
      size += fileInfo.Size()
    }
    return nil
  })

  if err != nil {
    return 0, err
  }

  return size, nil
}
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This function calculates the total size of all files within a given directory, including its subdirectories. 
Let’s understand how this function works:

•	 func calculateDirSize(path string) (int64, error): This function takes 
a single argument path, which is the path to the directory for which you want to calculate the 
size. It returns two values: an int64 value representing the size in bytes and an error value 
indicating whether any errors occurred during the calculation.

•	 It uses the filepath.Walk function to traverse the directory tree starting from the specified 
path. For each file or directory encountered during the walk, the provided callback function 
is called.

•	 if !fileInfo.IsDir() { size += fileInfo.Size() }: This checks whether the 
current item is not a directory (i.e., it’s a file). If it’s a file, it adds the size of the file (fileInfo.
Size()) to the size variable. This is how it accumulates the total size of all files.

•	 After the filepath.Walk function completes its traversal, it checks if there was any error 
during the walk (if err != nil { return 0, err }) and returns the accumulated 
size if there were no errors.

The calculateDirSize could act as an invaluable part of a more general application where it is 
employed to compute the sizes of various directories listed within the directories slice. In the 
process, these sizes are converted into different units such as bytes, kilobytes, megabytes, or gigabytes, 
offering a more human-readable representation. The results are then presented to the user through 
an output stream.

Here’s a snapshot of how this function is applied within the larger context of the application:

  m := map[string]int64{}
  for _, directory := range directories {
    dirSize, err := calculateDirSize(directory)
    if err != nil {
      fmt.Fprintf(cfg.ErrStream, "Error calculating size of %s: %v\n", 
directory, err)
      continue
    }
    // Convert to MB
    m[directory] = dirSize
  }

  for dir, size := range m {
    var unit string
    switch {
    case size < 1024:
      unit = "B"
    case size < 1024*1024:
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      size /= 1024
      unit = "KB"
    case size < 1024*1024*1024:
      size /= 1024 * 1024
      unit = "MB"
    default:
      size /= 1024 * 1024 * 1024
      unit = "GB"
    }
    fmt.Fprintf(outputWriter, "%s - %d%s\n", dir, size, unit)
  }

The preceding code calculates the sizes of directories listed in the directories slice, converts 
those sizes to different units (bytes, kilobytes, megabytes, or gigabytes), and then prints the results.

Finding duplicate files
In the realm of data management, a common challenge is identifying and managing duplicate files. In 
our example, the findDuplicateFiles function became a tool of choice for this task. Its purpose 
was straightforward: to locate and catalog duplicate files within a given directory. Let’s investigate 
how this function operates:

func findDuplicateFiles(rootDir string) (map[string][]string, error) {
  duplicates := make(map[string][]string)

  err := filepath.Walk(rootDir, func(path string, info os.FileInfo, 
err error) error {
    if err != nil {
      return err
    }

    if !info.IsDir() {
      hash, err := computeFileHash(path)
      if err != nil {
        return err
      }

      duplicates[hash] = append(duplicates[hash], path)
    }

    return nil
  })
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  return duplicates, err
}

We can observe the following key features:

•	 Traversal with filepath.Walk: The function uses filepath.Walk to systematically 
explore all files within the specified directory (rootDir) and its subdirectories. This traversal 
covers every nook and cranny of the filesystem.

•	 File hashing: To identify duplicates, each file is hashed. This hashing process transforms 
file contents into unique hash values. Identical files will yield the same hash, allowing for 
easy identification.

•	 Duplication mapping: A map named duplicates is employed to keep track of the duplicate 
files. The map associates each unique hash with an array of file paths that share the same hash. 
Files with distinct hashes are not considered duplicates.

To apply this function in practice, let’s utilize it to scan multiple directories for duplicate files. Here’s 
an overview of the process:

for _, directory := range directories {
  duplicates, err := findDuplicateFiles(directory)

  if err != nil {
    fmt.Fprintf(cfg.ErrStream, "Error finding duplicate files: %v\n", 
err)
    continue
  }

  // Display Duplicate Files
  for hash, files := range duplicates {
    if len(files) > 1 {
      fmt.Printf("Duplicate Hash: %s\n", hash)
      for _, file := range files {
        fmt.Fprintln(outputWriter, "  -", file)
      }
    }
  }
}

The findDuplicateFiles function recursively explores a directory and its subdirectories, hashes 
non-directory files, and organizes them into groups based on their hash values. This allows for the 
efficient identification of duplicate files within the specified directory structure.
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This is the code for the computeFileHash function:

func computeFileHash(filePath string) (string, error) {
  // Attempt to open the file for reading
  file, err := os.Open(filePath)
  if err != nil {
    return "", err
  }
  // Ensure that the file is closed when the function exits
  defer file.Close()

  // Create an MD5 hash object
  hash := md5.New()

  // Copy the contents of the file into the hash object
  if _, err := io.Copy(hash, file); err != nil {
    return "", err
  }

  // Generate a hexadecimal representation of the MD5 hash and return 
it
  return fmt.Sprintf("%x", hash.Sum(nil)), nil
}

The computeFileHash function opens a file, calculates the MD5 hash of its contents, converts the 
hash to a hexadecimal string, and returns it. This function is useful for generating unique identifiers 
(hashes) for files, which can be used for various purposes, including identifying duplicate files, verifying 
data integrity, or indexing files based on their content. In the last section, we will explore advanced 
optimization when we’re working with files.

Optimizing filesystem operations
System programming often faces challenges when it comes to optimizing file operations, especially 
when dealing with data that exceeds the available memory capacity. One effective solution to this 
problem is the use of memory-mapped files (mmap), which, when utilized properly, can significantly 
enhance the efficiency of file operations.

Memory-mapped files (mmap) provide a viable approach to address this issue. By directly mapping 
files into memory, mmap simplifies the process of working with files. Essentially, the operating system 
manages the disk writes, while the program interacts with the data in memory.

A straightforward demonstration in the Go programming language illustrates how mmap can efficiently 
handle file operations, even when dealing with large files.
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First, we need to open a large file:

  filePath := "example.txt"
  file, err := os.OpenFile(filePath, os.O_RDWR|os.O_CREATE, 0644)
  if err != nil {
    fmt.Printf("Failed to open file: %v\n", err)
    return
  }
  defer file.Close()

Next, we should read the file metadata for using the mmap syscall:

  fileInfo, err := file.Stat()
  if err != nil {
    fmt.Printf("Failed to get file info: %v\n", err)
    return
  }
  fileSize := fileInfo.Size()

Now we can use the memory mapping:

data, err := syscall.Mmap(int(file.Fd()), 0, int(fileSize), syscall.
PROT_READ|syscall.PROT_WRITE, syscall.MAP_SHARED)
  if err != nil {
    fmt.Printf("Failed to mmap file: %v\n", err)
    return
  }
  defer syscall.Munmap(data)

Let’s take the following line from the preceding code block:

data, err := syscall.Mmap(int(file.Fd()), 0, int(fileSize), syscall.
PROT_READ|syscall.PROT_WRITE, syscall.MAP_SHARED). There are two main areas 
of this code to pay attention to:

•	 syscall.Mmap is used to map the file into memory. It takes the following arguments:

•	 int(file.Fd()): This extracts the file descriptor (an integer representing the opened file) 
from the file object. The file.Fd() method returns the file descriptor.

•	 0: This represents the offset within the file where the mapping should begin. In this case, it starts 
at the beginning of the file (offset 0).int(fileSize): The length of the mapping, specified 
as an integer representing the size of the file (fileSize). This determines how much of the 
file will be mapped into memory.

•	 syscall.PROT_READ|syscall.PROT_WRITE: This sets the protection modes for the 
mapped memory. PROT_READ allows read access, and PROT_WRITE allows write access.
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•	 syscall.MAP_SHARED: This specifies that the mapped memory is shared among multiple 
processes. Changes made to the memory will be reflected in the file, and vice versa.

•	 defer syscall.Munmap(data):

	� Assuming the memory mapping operation was successful (i.e., no error occurred), this defer 
statement schedules the syscall.Munmap function to be called when the surrounding 
function returns.

	� syscall.Munmap is used to unmap the memory region previously mapped with syscall.
Mmap. It ensures that the mapped memory is released properly when it is no longer needed.

Once the data is memory mapped, we can modify the data:

  fmt.Printf("Initial content: %s\n", string(data))
  // Modify the content in memory
  newContent := []byte("Hello, mmap!")
  copy(data, newContent)
  fmt.Println("Content updated successfully.")

With this knowledge available, we can interact with large files practically with no concerns about 
memory availability.

Out-of-memory safety
It’s important to note that using a file-backed mapping is the appropriate choice for mmap, 
as opposed to an anonymous mapping. If you intend to make modifications to the mapped 
memory and have those changes written back to the file, then a shared mapping is necessary. 
With a file-backed, shared mapping, concerns about the Out-of-Memory (OOM) killer are 
alleviated, if your process operates in a 64-bit environment. Even in a non-64-bit environment, 
the issue would be related to addressing space limitations rather than RAM constraints, so the 
OOM killer would not be a concern; instead, your mmap operation would simply fail gracefully.

Summary
Congratulations on completing Chapter 4! In this chapter, we explored file and directory operations in 
Go. We covered essential topics, from identifying unsafe files and directory permissions to optimizing 
filesystem operations.

 As we close this chapter, you now have a solid foundation in handling files and directories in Go, 
equipped with the knowledge and skills to build secure and efficient file-related applications. You’ve 
learned not just the theory but also the practical coding techniques that you can apply directly to 
your projects.

Moving forward, in the next chapter, we advance even more on system programming concepts, 
covering inter-process communication.





5
Working with System Events

System events are an essential aspect of software development, and knowing how to manage and 
respond to them is crucial for creating robust and responsive applications. This chapter is designed 
to equip you with the knowledge and skills to effectively manage and respond to system events, a 
critical aspect of robust and responsive software development. By the end of this chapter, you will 
have gained practical experience in handling various types of system signals, scheduling tasks, and 
monitoring filesystem events using Go’s powerful features and libraries.

In this chapter, we’re going to cover the following main topics:

•	 Understanding system events and signals

•	 Handling signals

•	 Task scheduling

•	 File monitoring with Inotify

•	 Process management

•	 Building a distributed lock manager in Go

Managing system events
Managing system events involves understanding and responding to various signals that can impact 
a process’s execution. We need to get a better understanding of what signals are and how they can be 
handled in our programs.

What are signals?

A signal serves as a notification to a process that a specific event has occurred. Signals are sometimes 
equated to software interrupts, resembling hardware interrupts in their capacity to disrupt a program’s 
normal execution flow. It’s typically impossible to predict precisely when a signal will be triggered.
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When the kernel generates a signal for a process, it is usually due to an event occurring in one of these 
three categories: hardware-triggered events, user-triggered events, and software events.

The first category occurs when the hardware detects a fault condition, notifying the kernel and 
dispatching a corresponding signal to the affected process.

The second category involves special characters in the terminal, such as the interrupt character 
(typically Ctrl + C), resulting in generated signals.

The last category includes for example the termination of a child process associated with the main process.

Process termination
A program may not catch SIGKILL and SIGSTOP signals and, therefore, cannot be affected 
by the os/signal package.

In this section, we’ll explore how to handle incoming signals with the os/signal package.

The os/signal package

The os/signal package differentiates signals into two types: synchronous and asynchronous.

Errors in program execution trigger synchronous signals such as SIGBUS, SIGFPE, and SIGSEGV. 
By default, Go programs convert these signals into a runtime panic.

The remaining signals are asynchronous, meaning that they are not triggered by program errors, but 
are instead sent from the kernel or some other program.

The SIGINT signal is sent to a process in response to the user pressing the interrupt character on the 
controlling terminal. The default interrupt character is ^C (Ctrl + C). Similarly, the SIGQUIT signal 
is sent to a process when the user presses the quit character on the controlling terminal. The default 
quit character is ^\ (Crl + \).

Let’s examine the program:

package main

import (
  "fmt"
  "os"
  "os/signal"
)

func main() {
  signals := make(chan os.Signal, 1)
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  done := make(chan struct{}, 1)

  signal.Notify(signals, os.Interrupt, )

  go func() {
    for {
      s := <-signals
      switch s {
      case os.Interrupt:
        fmt.Println("INTERRUPT")
        done <- struct{}{}
      default:
        fmt.Println("OTHER")
      }
    }
  }()

  fmt.Println("awaiting signal")
  <-done
  fmt.Println("exiting")
}

Let’s break down the code step by step.

The code starts by importing necessary packages: fmt for formatting and printing, os for interacting 
with the operating system, and os/signal for handling signals.

Let’s start with the main function:

•	 signals := make(chan os.Signal, 1) creates a buffered channel called signals of 
type os.Signal. It’s used to receive signals from the operating system.

•	 done := make(chan struct{}, 1) creates another buffered channel called done of 
type struct{}. This channel is used to signal when the program should exit.

•	 signal.Notify(signals, os.Interrupt) registers the os.Interrupt signal 
(usually generated by pressing Ctrl + C) with the signals channel. This means that when the 
program receives an interrupt signal, it will be sent to the signals channel.

•	 A goroutine is started with go func() {...}(). This goroutine runs concurrently with 
the main program. Inside this goroutine, there’s an infinite loop that listens for signals from 
the signals channel using s := <-signals.

•	 When a signal is received, if the signal is os.Interrupt, it prints INTERRUPT and sends 
an empty struct{} value to the done channel to indicate that the program should exit. 
Otherwise, it prints OTHER.
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After setting up the signal handling goroutine, the main program prints awaiting signal.

<-done blocks until a value is received from the done channel, which happens when an interrupt 
signal is received and the goroutine sends an empty struct{} value to done. This effectively waits 
for the program to be interrupted.

After receiving the value from done, the program prints exiting and then exits.

System signals are a form of inter-process communication in Unix and Unix-like operating systems. 
They are used to notify a process that a particular event has occurred. Signal handling is crucial for 
several reasons:

•	 Graceful shutdown: When a system signal such as SIGTERM or SIGINT is sent to a process, 
it’s a request for the process to terminate. Proper handling of these signals allows an application 
to close resources, save state, and exit cleanly.

•	 Resource management: Signals such as SIGUSR1 and SIGUSR2 can be used to trigger the 
application to release or rotate logs, reload configurations without downtime, or perform other 
housekeeping tasks.

•	 Inter-process communication: Signals can be used to instruct a process to perform certain 
actions, like pausing (SIGSTOP) or resuming (SIGCONT) its operation.

•	 Emergency stops: If there is a critical error, signals such as SIGKILL or SIGABRT can be 
used to stop a process immediately.

Sometimes, we need to initiate a task without a system trigger but from a recurring or specific point 
in time.

Task scheduling in Go
Task scheduling is the act of planning tasks to be executed by a system at certain times or under certain 
conditions. It’s a fundamental concept in computer science, used in operating systems, databases, 
networks, and application development.

Why schedule?

There are several reasons to schedule a task, such as the following:

•	 Efficiency: It allows for the optimal use of resources by running tasks during off-peak hours 
or when certain conditions are met.

•	 Reliability: Scheduled tasks can be used for routine backups, updates, and maintenance, 
ensuring these critical operations are not overlooked.

•	 Concurrency: In multi-threaded and distributed systems, scheduling is essential for managing 
when and how tasks are executed in parallel.
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•	 Predictability: It provides a way to ensure that tasks are performed at regular intervals, which 
is important for tasks such as polling, monitoring, and reporting.

Basic scheduling

Go’s standard library provides several features that can be used to create a job scheduler, such as 
goroutines for concurrency and the time package for timing events.

For our example of a job scheduler, we’ll define two main types, Job and Scheduler:

// Job represents a task to be executed
type Job func()

Job is a type alias for a function that takes no arguments and returns nothing:

// Scheduler holds the jobs and the timer for execution
type Scheduler struct {
    jobQueue chan Job
}

Scheduler is a struct that holds a channel named jobQueue to store and manage scheduled jobs.

Now, we’ll need a factory for our Scheduler type:

// NewScheduler creates a new Scheduler
func NewScheduler(size int) *Scheduler {
    return &Scheduler{
         jobQueue: make(chan Job, size),
    }
}

The NewScheduler function creates and returns a new Scheduler instance with a specified 
buffer size for the jobQueue channel. The buffer size allows a certain number of jobs to be scheduled 
and executed concurrently.

Since we can create our scheduler, let’s attribute to them an action for scheduling and another to start 
the job itself.

// Start the scheduler to listen for and execute jobs
func (s *Scheduler) Start() {
    for job := range s.jobQueue {
         go job() // Run the job in a new goroutine
    }
}



Working with System Events88

This method will be used to schedule a job for execution after a specified delay. It creates a new 
goroutine that sleeps for the specified duration and then sends the job to the jobQueue channel 
when the time is up. This means that the job will be executed asynchronously after the specified delay:

// Schedule a job to be executed after a delay
func (s *Scheduler) Schedule(job Job, delay time.Duration) {
    go func() {
         time.Sleep(delay)
         s.jobQueue <- job
    }()
}

This method starts listening for jobs in the jobQueue channel and runs them in separate goroutines. 
It continuously loops and executes any jobs that are sent to the channel.

With all components ready to be used, let’s create our main function to utilize them:

func main() {
    scheduler := NewScheduler(10) // Buffer size of 10

    // Schedule a job to run after 5 seconds
    scheduler.Schedule(func() {
         fmt.Println("Job executed at", time.Now())
    }, 5*time.Second)

    // Start the scheduler
    go scheduler.Start()

    // Wait for input to exit
    fmt.Println("Scheduler started. Press Enter to exit.")
    fmt.Scanln()
}

We have the following in the main function:

•	 A new Scheduler instance has been created with a buffer size of 10 for the jobQueue channel

•	 A job is scheduled to print a message along with the current time after a delay of 5 seconds

•	 The Start method of the scheduler is called in a new goroutine to start processing scheduled 
jobs concurrently

•	 The program waits for user input (a newline) to exit, providing a message to indicate that the 
scheduler is running and waiting for input
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Handling timer signals

In Go, the time package provides functionality for measuring and displaying time and scheduling 
events with Timer and Ticker.

Here’s how we can handle timer signals and implement system tasks:

package main

import (
    "fmt"
    "time"
)

func main() {
    // Create a ticker that ticks every second
    ticker := time.NewTicker(1 * time.Second)
    defer ticker.Stop()

    // Create a timer that fires after 10 seconds
    timer := time.NewTimer(10 * time.Second)
    defer timer.Stop()

    // Use a select statement to handle the signals from ticker and 
timer
    for {
         select {
         case tick := <-ticker.C:
              fmt.Println("Tick at", tick)
         case <-timer.C:
              fmt.Println("Timer expired")
              return
         }
    }
}

In this example, a ticker is used to perform a task every second, and a timer is used to stop the loop 
after 10 seconds. The select statement is used to wait on multiple channel operations, making it 
easy to handle different timing events.

Combining these concepts allows you to schedule tasks at regular intervals, after delays, or at specific 
times, which is essential for many system-level applications.
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File monitoring
File monitoring is a crucial aspect of system programming because it enables developers and administrators 
to stay informed about changes and activities within a filesystem. This real-time awareness of filesystem 
events is essential for maintaining a system’s integrity, security, and functionality. Without effective 
file monitoring, system programming tasks become significantly more challenging, as you cannot 
respond promptly to file-related events that can impact the overall operation of the system.

One powerful tool for file monitoring in the Linux environment is Inotify.

Inotify

Inotify is a Linux kernel subsystem that provides a mechanism for monitoring filesystem events. It 
allows you to receive notifications when certain events occur on files or directories, such as when a 
file is created, modified, or deleted, or when a directory is moved or renamed. In Go, you can use the 
standard library’s os and syscall packages to interact with Inotify and handle filesystem events.

Here’s a basic introduction to working with Inotify and filesystem events in Go using the standard library.

First, we need to import the necessary packages:

import (
    "fmt"
    "os"
    "golang.org/x/sys/unix"
)

Then we create an Inotify instance:

fd, err := unix.InotifyInit()
if err != nil {
    fmt.Println("Error initializing inotify:", err)
    return
}
defer unix.Close(fd)

Now, we need to add watches to monitor specific files or directories for events:

watchPath := "/path/to/your/directory" // Change this to the directory 
you want to watch
    watchDescriptor, err := unix.InotifyAddWatch(fd, watchPath, unix.
IN_MODIFY|unix.IN_CREATE|unix.IN_DELETE)
    if err != nil {
        fmt.Println("Error adding watch:", err)
        return
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    }
    defer unix.InotifyRmWatch(fd, uint32(watchDescriptor))

In this example, we’re monitoring the specified directory for file modification (IN_MODIFY), file 
creation (IN_CREATE), and file deletion (IN_DELETE) events.

Lastly, we can start an event loop to listen for filesystem events:

const bufferSize = (unix.SizeofInotifyEvent + unix.NAME_MAX + 1)
buf := make([]byte, bufferSize)
for {
        n, err := unix.Read(fd, buf[:])
        if err != nil {
            fmt.Println("Error reading from inotify:", err)
            return
        }

        // Parse the inotify events and handle them
        var offset uint32
        for offset < uint32(n) {
            event := (*unix.InotifyEvent)(unsafe.
Pointer(&buf[offset]))
            nameBytes := buf[offset+unix.SizeofInotifyEvent : 
offset+unix.SizeofInotifyEvent+uint32(event.Len)]
            name := string(nameBytes)
            // Trim the NUL bytes from the name
            name = string(nameBytes[:clen(nameBytes)])

            // Process the event
            fmt.Printf("Event: %s/%s\n", watchPath, name)

            offset += unix.SizeofInotifyEvent + uint32(event.Len)
        }
    }
}

func clen(n []byte) int {
    for i, b := range n {
        if b == 0 {
            return i
        }
    }
    return len(n)
}
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This loop continuously reads and processes inotify events until an error occurs, such as when the file 
descriptor is closed, or an unexpected error happens. It’s a common pattern for monitoring filesystem 
events on Linux using the golang.org/x/sys/unix package for inotify system calls. Here’s a 
detailed breakdown of the loop’s operation:

const bufferSize = (unix.SizeofInotifyEvent + unix.NAME_MAX + 1)
buf := make([]byte, bufferSize)

This line initializes a byte slice (buf) with a size that’s sufficient to hold an inotify event and the 
maximum length of a filename. unix.SizeofInotifyEvent represents the size of an Inotify 
event structure and unix.NAME_MAX is the maximum length of a filename, ensuring that the buffer 
can accommodate the event data and the name of the file triggering the event.

Inside the loop, the code processes each inotify event as follows:

var offset uint32

An offset variable is initialized to track the start of the next event in the buffer:

event := (*unix.InotifyEvent)(unsafe.Pointer(&buf[offset]))

This converts the bytes at the current offset into an InotifyEvent struct by using unsafe.Pointer 
and a type cast, allowing direct access to the event data:

nameBytes := buf[offset+unix.SizeofInotifyEvent : offset+unix.
SizeofInotifyEvent+uint32(event.Len)]
name := string(nameBytes[:clen(nameBytes)])

This extracts the filename associated with the inotify event. The filename is appended to the event 
struct in the buffer, and event.Len includes the length of this name. The clen function trims 
any NUL bytes used as padding, and the resulting byte slice is converted to a Go string representing 
the name of the file. Finally, the offset is updated to point to the start of the next Inotify event in the 
buffer, preparing for the next iteration of the loop:

offset += unix.SizeofInotifyEvent + uint32(event.Len)

This approach efficiently processes multiple inotify events that may be read in a single unix.Read 
call, ensuring that each event and its associated filename is handled correctly.

Working directly with inotify using the os and syscall packages versus using a higher-level library 
such as fsnotify involves several trade-offs in terms of complexity, portability, and abstraction 
level. Each approach has its advantages and disadvantages, depending on the specific requirements 
of your project and your familiarity with the underlying system calls.

Let’s explore the fsnotify package.
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fsnotify

The fsnotify package provides several advantages. The fsnotify package abstracts away 
platform-specific details and provides a consistent API for handling filesystem events on different 
operating systems, such as Windows, macOS, and Linux.

It also simplifies the process of setting up watches and handling events, making it easier to work with 
filesystem events in a cross-platform manner.

From the robustness perspective, this package handles edge cases and corner scenarios that may not 
be evident when working directly with inotify or other platform-specific mechanisms. This property 
results in a more stable and reliable solution.

Last, but not least, fsnotify is actively maintained by the Go community, which means you can 
expect updates, bug fixes, and improvements over time.

We can import it like this:

import "github.com/fsnotify/fsnotify"

Here’s how we can achieve the same functionality using the fsnotify package:

package main

import (
     "fmt"
     "log"
     "os"
     "os/signal"
     "syscall"

     "github.com/fsnotify/fsnotify"
)

func main() {
     watchPath := "/path/to/your/directory"

     watcher, err := fsnotify.NewWatcher()
     if err != nil {
          log.Fatal("Error creating watcher:", err)
     }
     defer watcher.Close()

     err = watcher.Add(watchPath)
     if err != nil {
          log.Fatal("Error adding watch:", err)
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     }

     go func() {
          for {
               select {
               case event := <-watcher.Events:
                    // Handle the event
                    fmt.Printf("Event: %s\n", event.Name)
               case err := <-watcher.Errors:
                    log.Println("Error:", err)
               }
          }
     }()

     // Create a channel to receive signals
     signalCh := make(chan os.Signal, 1)
     signal.Notify(signalCh, os.Interrupt, syscall.SIGINT)

     // Block until a SIGINT signal is received
     <-signalCh

     fmt.Println("Received SIGINT. Exiting...")
}

In this program, we created a goroutine that listens for events from the fsnotify watcher. It handles 
both events and errors that occur during the monitoring process.

Now, your program will continuously monitor the specified directory for filesystem events and print 
them as they occur or until an interrupt signal is received.

Overall, using the fsnotify package simplifies working with filesystem events in Go and ensures 
your code is more portable across different operating systems.

File rotation

File rotation is a critical process used in computer systems to manage and maintain log files, backups, 
and other types of data files. It involves periodically renaming, archiving, and deleting old files and 
creating new ones to ensure efficient and organized storage.

Common use cases for file rotation are as follows:

•	 System logs: Operating systems and applications generate log files to record events and errors. 
Rotating these logs ensures that they don’t become too large and that historical data is available 
for analysis.



File monitoring 95

•	 Backup files: Regularly rotating backup files helps ensure that you have recent and historical 
copies of your data in case of data loss or system failures.

•	 Compliance logs: Industries and organizations often need to maintain detailed records for 
compliance and auditing purposes. File rotation ensures these records are retained and organized.

•	 Application-specific data: Some applications generate data files, such as transaction logs or 
user-generated content, which should be rotated to manage storage efficiently.

•	 Web server logs: Web servers often generate access logs containing information about 
website visitors. Rotating these logs helps manage web traffic data and aids in analysis and 
security monitoring.

•	 Sensor data and IoT devices: IoT devices and sensors frequently generate data. File rotation 
enables the efficient management and storage of this data, especially in scenarios where 
continuous data collection is essential.

Implementing log rotation

To create a Go program that implements log rotation based on the fsnotify package, you’ll first 
need to import the packages that we’re using:

package main

import (
    "fmt"
    "io"
    "os"
    "path/filepath"
    "sync"
    "time"

    "github.com/fsnotify/fsnotify"
)

Here, we define two constants. logFilePath is a string constant representing the path to the log file 
that will be monitored and rotated. maxFileSize is an integer constant representing the maximum 
size (in bytes) that the log file can reach before rotation occurs (you should replace your_log_file.
log with the actual path to your log file):

const (
    logFilePath = "your_log_file.log"
    maxFileSize = 1024 * 1024 * 10    // 10 MB (adjust as needed)
)
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We initialize the fsnotify watcher, check for any errors during initialization, and defer the closure 
of the watcher to ensure it closes properly when the program exits:

    // Initialize fsnotify
    watcher, err := fsnotify.NewWatcher()
    if err != nil {
        fmt.Println("Error creating watcher:", err)
        return
    }
    defer watcher.Close()

We add the log file specified by logFilePath to the list of files monitored by the fsnotify 
watcher. If an error occurs during this operation, we print an error message and exit the program:

    // Add the log file to be watched
    err = watcher.Add(logFilePath)
    if err != nil {
        fmt.Println("Error adding log file to watcher:", err)
        return
    }

We create a sync.Mutex named mu to synchronize access to shared resources (in this case, the log 
file) to prevent concurrent access issues:

    // Initialize a mutex to synchronize file access
    var mu sync.Mutex

The next section starts a goroutine to listen for filesystem events (such as file writes) on the monitored log 
file. When a file write event is detected, the code checks whether the file size exceeds the maxFileSize. 
If it does, it locks the mutex (mu), calls the rotateLogFile function to perform log rotation, and 
then unlocks the mutex. Also, it listens for errors from the fsnotify watcher and prints any errors 
that occur while watching the file:

    // Watch for events (create, write) on the log file
    go func() {
        for {
            select {
            case event, ok := <-watcher.Events:
                if !ok {
                    return
                }
                if event.Op&fsnotify.Write == fsnotify.Write {
                    // Check the file size
                    fi, err := os.Stat(logFilePath)
                    if err != nil {
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                        fmt.Println("Error getting file info:", err)
                        continue
                    }
                    fileSize := fi.Size()
                    if fileSize >= maxFileSize {
                        mu.Lock()
                        rotateLogFile()
                        mu.Unlock()
                    }
                }
            case err, ok := <-watcher.Errors:
                if !ok {
                    return
                }
                fmt.Println("Error watching file:", err)
            }
        }
    }()

Now we need to set up a channel to receive signals, register the SIGINT signal (Ctrl + C) and a 
corresponding signal, and then wait until one of these signals is received. Once a signal is received, it 
will print a message and exit the program:

// Create a channel to receive signals
signalCh := make(chan os.Signal, 1)
signal.Notify(signalCh, os.Interrupt, syscall.SIGINT)

// Block until a SIGINT signal is received
<-signalCh

fmt.Println("Received SIGINT. Exiting...")

We still need to declare the function that rotates the log file:

func rotateLogFile() {
    // Close the current log file
    err := closeLogFile()
    if err != nil {
        fmt.Println("Error closing log file:", err)
        return
    }

    // Rename the current log file with a timestamp
    timestamp := time.Now().Format("20060102150405")
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    newLogFilePath := fmt.Sprintf("your_log_file_%s.log", timestamp) 
// Replace with your desired naming convention
    err = os.Rename(logFilePath, newLogFilePath)
    if err != nil {
        fmt.Println("Error renaming log file:", err)
        return
    }

    // Create a new log file
    err = createLogFile()
    if err != nil {
        fmt.Println("Error creating new log file:", err)
        return
    }

    fmt.Println("Log rotated.")
}

The rotateLogFile function is responsible for performing log rotation. It does the following:

•	 Calls closeLogFile to close the current log file

•	 Generates a timestamp to be used in the new log filename

•	 Rename the current log file to include the timestamp

•	 Calls createLogFile to create a new log file

•	 Prints a message indicating that the log has been rotated

This function is responsible for closing the current log file. If you’re using the standard Go log 
package to log messages to a file, you can close the log file using the logFile.Close() method:

func closeLogFile() error {
    // Assuming you have a global log file variable
    if logFile != nil {
        return logFile.Close()
    }
    return nil
}
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This function is responsible for creating a new log file. If you’re using the standard Go log package, 
you can create a new log file by opening it with os.Create.

func createLogFile() error {
    // Replace "your_log_file.log" with the desired log file path
    logFile, err := os.Create("your_log_file.log")
    if err != nil {
        return err
    }
    log.SetOutput(logFile) // Set the new log file as the output
    return nil
}

The choice between using inotify directly and using fsnotify depends on your specific needs. If 
you require portability and simplicity, and your filesystem monitoring needs are relatively standard, 
fsnotify is likely the better choice. On the other hand, if you need very specific functionality that 
fsnotify does not support, or if you are working on an educational project to learn more about system 
calls and filesystem events at a low level, you might opt for the direct use of inotify with the os and 
syscall packages.

We can manage signals and file events, but sometimes, we want to manage another process.

Process management
Process management involves starting, stopping, and managing the state of processes. It’s a critical 
aspect of operating systems and applications that are needed to control child processes.

Execution and timeouts

Timeout control is particularly important for the following reasons:

•	 Resource management: Processes that hang or take too long can consume system resources, 
leading to inefficiency

•	 Reliability: Ensuring that a process is completed within a given timeframe can be crucial for 
time-sensitive operations

•	 Deadlock prevention: In a system with interdependent processes, timeouts can prevent 
deadlocks by ensuring that no process waits indefinitely for a resource

Execute and control process execution time

In Go, you can use the os/exec package to start external processes. Combined with channels and 
select statements, you can effectively manage process execution time.
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Here’s an example of how to create a utility that executes a process and kills it if it doesn’t finish within 
a certain timeframe:

package main

import (
    «context»
    «fmt»
    «os/exec»
    "time"
)

func main() {
    // Define the command and the timeout duration.
    cmd := exec.Command(«sleep», «2») // Replace «sleep» «2» with your 
command and arguments
    timeout := 3 * time.Second         // Set your timeout duration

    // Create a context that is canceled after the timeout duration.
    ctx, cancel := context.WithTimeout(context.Background(), timeout)
    defer cancel()

    // Start the command.
    if err := cmd.Start(); err != nil {
         fmt.Println("Error starting command:", err)
         return
    }

    // Wait for the command to finish or for the timeout context to be 
canceled.
    done := make(chan error, 1)
    go func() {
         done <- cmd.Wait()
    }()

    select {
    case <-ctx.Done():
         // The context's deadline was reached; kill the process.
         if err := cmd.Process.Kill(); err != nil {
              fmt.Println("Failed to kill process:", err)
         }
         fmt.Println("Process killed as timeout reached")
    case err := <-done:
         // The process finished before the timeout.
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         if err != nil {
              fmt.Println("Process finished with error:", err)
         } else {
              fmt.Println("Process finished successfully")
         }
    }
}

In this code, we have the following:

•	 context.WithTimeout is used to create a context that automatically cancels after a 
specified duration

•	 cmd.Start() begins the execution of the command, and cmd.Wait() waits for it to finish

•	 The select statement waits for either the command to finish or the timeout to occur, 
whichever comes first

•	 If the timeout occurs, the process is killed using cmd.Process.Kill()

Note
By deferring the cancel function, you are explicitly communicating your intent to cancel the 
operation when the surrounding function exits. This makes your code more self-documenting 
and easier to understand for other developers who may work on the code later.

Building a distributed lock manager in Go
Unix provides file locks as a mechanism for coordinating access to shared files among multiple 
processes. File locks are used to prevent multiple processes from concurrently modifying the same 
file or region of a file, ensuring data consistency and preventing race conditions.

We can use the fcntl system call to work with file locks. There are two main types of file locks:

•	 Advisory locks: Advisory locks are set by the processes themselves, and it’s up to the processes to 
cooperate and respect the locks. Processes that don’t cooperate can still access the locked resource.

•	 Mandatory locks: Mandatory locks are enforced by the operating system, and processes cannot 
override them. If a process attempts to access a file region subject to a mandatory lock, the 
operating system will block the access until the lock is released.

Let’s explore how we can use file locks.

First, open the file you want to apply locks to using the os.Open function:

file, err := os.Open("yourfile.txt")
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if err != nil {
    // Handle error
}
defer file.Close()

To lock the file, you can use the syscall.FcntlFlock function in Go. This function allows you 
to set advisory locks on a file:

lock := syscall.Flock_t{
    Type:   syscall.F_WRLCK, // Lock type (F_RDLCK for read lock, F_
WRLCK for write lock)
    Whence: io.SeekStart,               // Offset base (0 for the 
start of the file)
    Start:  0,               // Start offset
    Len:    0,               // Length of the locked region (0 for 
entire file)
}

if err := syscall.FcntlFlock(file.Fd(), syscall.F_SETLK, &lock); err 
!= nil {
    // Handle error
}

We set an advisory write lock on the entire file. Other processes can still read or write to the file, but 
if they attempt to acquire a conflicting write lock, they will block until the lock is released.

To release the lock, you can use the same syscall.FcntlFlock function with the F_UNLCK operation:

lock.Type = syscall.F_UNLCK
if err := syscall.FcntlFlock(file.Fd(), syscall.F_SETLK, &lock); err 
!= nil {
    // Handle error
}

There are several use cases for using file locks:

•	 Preventing data corruption: File locks are used to prevent multiple processes or threads from 
concurrently writing to the same file. This is crucial for preventing data corruption when 
multiple entities need to update a shared file.

•	 Database management: Many database systems use file locks to ensure that only one instance 
of the database server can access the database files at a time. This prevents race conditions and 
maintains database integrity.

•	 File synchronization: File locks are used in scenarios where multiple processes or threads are 
needed to access shared files in a coordinated manner. For example, log files or configuration 
files might be accessed by multiple processes, and file locks help to prevent conflicts.
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•	 Resource allocation: File locks can be used to allocate resources in a mutually exclusive manner. 
For example, a cluster of machines might use file locks to coordinate which machine has access 
to a shared resource at any given time.

•	 Message queues: In some message queue implementations, file locks are used to ensure that 
only one consumer process can dequeue and process a message from the queue at a time, 
preventing message duplication or processing conflicts.

•	 Caching and shared memory: File locks can be used to coordinate access to shared memory 
or cache files among multiple processes to prevent data corruption and race conditions.

•	 File editors and file-sharing applications: Text editors and file-sharing applications often use 
file locks to ensure that only one user can edit a file at a time, preventing conflicts and data loss.

•	 Backup and restore operations: Backup and restore utilities often use file locks to ensure that 
a file is not modified while it is being backed up or restored.

•	 Simultaneous access control: In scenarios where processes need to ensure exclusive access 
to a shared resource, such as a hardware device or a network socket, file locks can be used to 
coordinate access.

Note
It’s important to note that while file locks are a useful mechanism for coordinating access to 
shared resources, they are advisory by default. This means that processes must cooperate and 
respect the locks; there is no enforcement by the operating system.

Summary
Congratulations on completing this detailed and informative chapter on working with system events 
in Go! This chapter has explored the crucial aspects of system events and signals, equipping you with 
the knowledge and skills required for effective management and response within Go programming.

We began by exploring the fundamental concepts of system events and signals. You learned about 
their various types and their significant role in software execution and inter-process communication.

Next, we looked at handling signals in Go using the os/signal package. You now understand the 
difference between synchronous and asynchronous signals and how they impact your Go applications.

You gained insights into task scheduling principles and practical implementation skills using Go’s 
goroutines and the time package.

Finally, we explored file monitoring with Inotify. You learned about this Linux kernel subsystem and 
how to implement it in Go to monitor filesystem events.
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As we wrap up this chapter, you are now equipped with a solid set of skills to gracefully handle 
interruptions and unforeseen events, schedule tasks effectively, and monitor filesystem events proficiently. 
In the next chapter, we will explore pipes in Inter-Process Communication (IPC).



6
Understanding Pipes in  

Inter-Process Communication

Pipes are fundamental tools in inter-process communication (IPC), allowing for efficient data 
transfer between system processes. This chapter provides a comprehensive understanding of pipes, 
their functionality, and their application in various programming scenarios, particularly focusing on 
their use in Go.

By the end of this chapter, you will have a clear understanding of how pipes function in IPC, their 
significance in system programming, and how to effectively implement them in Go. The chapter aims 
to equip readers with the knowledge to utilize pipes for efficient process communication in their 
programming projects.

In this chapter, we’re going to cover these main topics:

•	 What are pipes in IPC?

•	 The mechanics of anonymous pipes

•	 Navigating named pipes (Mkfifo())

•	 Best practices – guidelines for using pipes

•	 Developing a log processing tool

Technical requirements
We will use some system dependencies to execute this chapter’s examples. So, make sure you have 
these programs available:

•	 grep

•	 echo
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What are pipes in IPC?
In system programming, we can envision a pipe as a conduit within memory designed for transporting 
data between two or more processes. This conduit adheres to the producer-consumer model: one 
process, the producer, funnels data into the pipe, while another, the consumer, taps into this stream 
to read the data. As a pivotal element of IPC, pipes establish a unidirectional flow of information. 
This setup ensures that data consistently moves in one direction – from the “write end” to the “read 
end” of the pipe. This mechanism allows processes to communicate in a streamlined and efficient 
manner, much like water flowing through a pipe, with one process smoothly passing information 
down the line to the next.

Pipes are used in a variety of system-level programming tasks. The most common applications include 
the following:

•	 Command-line utilities: Pipes are often used to connect the output of one command-line 
utility to the input of another, enabling the creation of powerful command chains

•	 Data streaming: When data needs to be streamed from one process to another, pipes offer a 
simple and effective solution

•	 Inter-process data exchange: Pipes facilitate data exchange between processes, essential in 
many multi-process applications

Why are pipes important?

Pipes allow modular software creation where different processes specialize in specific tasks and 
communicate efficiently. They facilitate efficient use of system resources by enabling direct communication 
between processes without needing intermediate storage. Also, they provide a simple yet powerful 
interface for data exchange, making complex operations more manageable.

Since pipes are designed to allow data to move in a single direction, two pipes are often used for two-way 
communication. They operate buffering data until another process reads the data. This mechanism 
is especially useful for handling cases where the reader and the writer operate at different speeds.

At this point, you should have been scratching your head and asking yourself Are they Go’s channel-
like structures? And the answer is Yes, in some sort.

There are similarities between them:

•	 Communication mechanisms: Both pipes and channels are primarily used for communication. 
Pipes facilitate IPC, while channels are used for communication between goroutines within 
a Go program.

•	 Data transfer: At a basic level, both pipes and channels transfer data. In pipes, data flows from 
one process to another, while data is passed between goroutines in channels.
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•	 Synchronization: Both provide a level of synchronization. Writing to a full pipe or reading 
from an empty pipe will block the process until the pipe is read from or written to, respectively. 
Similarly, sending to a full channel or receiving from an empty channel in Go will block the 
goroutine until the channel is ready for more data.

•	 Buffering: Pipes and channels can be buffered. A buffered pipe has a defined capacity before 
it blocks or overflows, and similarly, Go channels can be created with a capacity, allowing a 
certain number of values to be held without immediate receiver readiness.

But more importantly, there are differences:

•	 Direction of communication: Standard pipes are unidirectional, meaning they only allow data 
flow in one direction. Channels in Go are bidirectional by default, allowing data to be sent and 
received on the same channel.

•	 Ease of use in context: Channels are a native feature of Go, offering integration and ease of 
use within Go programs that pipes cannot match. As a system-level feature, pipes require more 
setup and handling when used in Go.

So, before we create our first Go programs using pipes, keep the following guidelines in mind.

Use pipes in the following scenarios:

•	 You must facilitate communication between different processes, possibly across different 
programming languages

•	 Your application involves separate executables that need to communicate with each other

•	 You work in a Unix-like environment and can leverage robust IPC mechanisms

Use Go channels when the following applies:

•	 You are developing concurrent applications in Go and need to synchronize and communicate 
between goroutines

•	 You require a straightforward and safe way to handle concurrency within a single Go program

•	 You must implement complex concurrency patterns, such as fan-in, fan-out, or worker pools, 
which Go’s channel and goroutine model elegantly handle

In our development routine, we are used to using pipes every time on the terminal.

As mentioned before, pipes pass the output of one command as the input to another. Here’s a simple 
example in bash:

cat file.txt | grep "flower"

In this command, cat file.txt reads the content of file.txt, and then the pipe (|) passes 
this content as input to grep "flower", which searches for lines containing "flower".



Understanding Pipes in Inter-Process Communication108

To replicate this whole sequence of steps in Go, we need to read the contents of a file and then process 
these contents to find the desired string.

Note
We don’t need to use pipes to achieve the same result since Go doesn’t use Unix-like pipes similarly; 
we typically read and process the data using Go’s file handling and string processing capabilities.

Pipes in Golang

Go’s standard library provides the necessary functions to create and manage pipes. The io.Pipe() 
function is commonly used to create a synchronous, in-memory pipe. This function is relevant to keep 
in mind when you only need to achieve this flow of control over the data but not execute any system call.

Also, for using OS pipes, we can call the os.Pipe() function This function internally uses the 
SYS_PIPE2 syscall, and the Go stdlib package handles all the complexity for us, returning a 
connected pair of files.

In both cases, data is written to the write end of the pipe using standard write operations and read 
from the read end using standard read operations. It’s crucial to ensure that any issues during data 
transfer, such as broken pipes or data integrity problems, are effectively managed.

The mechanics of anonymous pipes
Anonymous pipes are the most basic form of pipes. They are used for communication between parent 
and child processes. Let’s explore how we can replicate the simple script beforementioned:

package main

import (
    "fmt"
    "os"
    "os/exec"
)

func main() {
    echoCmd := exec.Command("echo", "Hello, world!")
    grepCmd := exec.Command("grep","Hello")

    pipe, err := echoCmd.StdoutPipe()
    if err != nil {
        fmt.Fprintf(os.Stderr, "Error creating StdoutPipe for echoCmd: 
%v\n", err)
        return
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    }

    if err := grepCmd.Start(); err != nil {
        fmt.Fprintf(os.Stderr, "Error starting grepCmd: %v\n", err)
        return
    }

    if err := echoCmd.Run(); err != nil {
        fmt.Fprintf(os.Stderr, "Error running echoCmd: %v\n", err)
        return
    }

    if err := pipe.Close(); err != nil {
        fmt.Fprintf(os.Stderr, "Error closing pipe: %v\n", err)
        return
    }

    if err := grepCmd.Wait(); err != nil {
        fmt.Fprintf(os.Stderr, "Error waiting for grepCmd: %v\n", err)
        return
    }
}

This program manually creates pipes for IPC. Here’s how it works:

1.	 Create an echo command and a pipe for its output:

```
echoCmd := exec.Command("echo", "Hello, world!")
pipe, err := echoCmd.StdoutPipe()
```

This sets up an echo command for"Hello, world!" and creates a pipe for its standard output.

2.	 Create a grep command and set its standard input:

```
grepCmd := exec.Command("grep", "-i", "HELLO")
grepCmd.Stdin = pipe
```

The grep command is set up to read from the output pipe of echoCmd.
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3.	 Create a pipe for the grepCmd output:

```
grepOut, err := grepCmd.StdoutPipe()
```

This creates a pipe to capture the standard output of grepCmd.

4.	 Start grepCmd:

```
if err := grepCmd.Start(); err != nil {
 // handle error
}
```

This starts grepCmd but doesn’t wait for it to finish. It’s ready to read from its standard input 
(connected to the echoCmd output).

5.	 Run echoCmd:

```
if err := echoCmd.Run(); err != nil {
 // handle error
}
```

Running echoCmd sends its output to grepCmd.

6.	 Read and print the grepCmd output:

```
scanner := bufio.NewScanner(grepOut)
for scanner.Scan() {
 fmt.Println(scanner.Text())
}
```

This code reads the output of grepCmd line by line and prints it.

7.	 Wait for grepCmd to finish:

```
if err := grepCmd.Wait(); err != nil {
 // handle error
}
```

Lastly, it waits for grepCmd to finish processing.
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We have a simpler way to achieve the same result, as per the following example:

package main

import (
    "fmt"
    "os"
    "os/exec"
)

func main() {
    // Create and run the echo command
    echoCmd := exec.Command("echo", "Hello, world!")

    // Capture the output of echoCmd
    echoOutput, err := echoCmd.Output()
    if err != nil {
        fmt.Fprintf(os.Stderr, "Error running echoCmd: %v\n", err)
        return
    }

    // Create the grep command with the output of echoCmd as its input
    grepCmd := exec.Command("grep", "Hello")
    grepCmd.Stdin = strings.NewReader(string(echoOutput))

    // Capture the output of grepCmd
    grepOutput, err := grepCmd.Output()
    if err != nil {
        fmt.Fprintf(os.Stderr, "Error running grepCmd: %v\n", err)
        return
    }

    // Print the output of grepCmd
    fmt.Printf("Output of grep: %s", grepOutput)
}

This program uses the Output() method to execute commands and capture their output directly. 
Here’s a step-by-step explanation:

1.	 Create an echo command:

```
echoCmd := exec.Command("echo", "Hello, world!")
```
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This line creates an exec.Cmd struct to represent the "Hello, world!" echo command.

2.	 Run echoCmd and capture its output:

```
echoOutput, err := echoCmd.Output()
```

The Output() method runs echoCmd, waits for it to finish, and captures its standard output. 
If there’s an error (such as if the command doesn’t exist), it’s captured in err.

3.	 Create a grep command:

```
grepCmd := exec.Command("grep", "Hello")
```

This creates another exec.Cmd struct for the "HELLO" grep -i command. The -i flag 
makes the search case-insensitive.

4.	 Set the standard input for grepCmd:

```
grepCmd.Stdin = strings.NewReader(string(echoOutput))
```

The output of echoCmd is used as the standard input for grepCmd. This mimics the piping 
behavior in a shell.

5.	 Run grepCmd and capture its output:

```
grepOutput, err := grepCmd.Output()
```

This executes grepCmd and captures its output. If grepCmd encounters an error (such as no 
match found), it will be captured in err.

6.	 Print the output of grepCmd:

```
fmt.Printf("Output of grep: %s", grepOutput)
```

7.	 As the last step, the output of grepCmd is printed to the console.

This approach using the Output() method is convenient. It works well in many scenarios, especially 
when dealing with straightforward command execution where you just need to capture the output 
of a command.
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There are limitations to anonymous pipes since they are only useful for communication if the creating 
process or its descendants are alive. Also, we have a unidirectional data flow. To address these issues, 
we can use named pipes.

Navigating named pipes (Mkfifo())
Named pipes are not limited to live processes, unlike anonymous pipes. They can be used between 
any processes and persist in the filesystem.

IPC can sometimes be an abstract concept, challenging to grasp for those new to system programming. 
Let’s use a simple, relatable analogy to make this easier: the “task mailbox” in an office setting.

Imagine you’re in an office where every team member has a specific set of tasks. Communication 
and task delegation are key to the smooth operation of this office. How do team members efficiently 
exchange tasks and information? This is where the idea of a “task mailbox” comes into play.

In our analogy, a task mailbox is a special mailbox in the office where team members drop off tasks 
for others. Once a task is in the mailbox, the designated team member can pick it up, process it, and 
move on to the next one. This system ensures that tasks are communicated and handled efficiently, 
without direct interaction between team members, every time a task needs to be passed.

Now, let’s translate this analogy into our program. Since processes often need to communicate with 
each other, just like team members in an office, this is where named pipes come into play. It acts like 
our task mailbox, serving as a conduit through which different processes can exchange information. 
One process can drop information into the pipe, and another can pick it up for processing. It’s a simple 
yet effective way to facilitate communication between processes.

To bring this analogy to life, let’s create this program. We’ll create a virtual “task mailbox” (a named 
pipe) and demonstrate how one can use it to pass messages (tasks) between different parts of a 
program. This example will illustrate the concept of named pipes and make the abstract idea of IPC 
more tangible and easier to understand.

First, let’s handle the creation of our named pipe. We need to verify whether the named pipe exists:

func namedPipeExists(pipePath string) bool {
   _, err := os.Stat(pipePath)
   if err == nil {
      return true // The named pipe exists.
   }
   if os.IsNotExist(err) {
      return false // The named pipe does not exist.
   }
   fmt.Println("Error checking named pipe:", err)
   return false
}
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In our main() function, we make sure we are creating a named pipe when it does not exist. The 
Mkfifo() function creates a named pipe in the filesystem:

// Check if the mailbox exists
if !namedPipeExists(mailboxPath) {
   fmt.Println("The mailbox does not exist.")
   // Set up the mailbox (named pipe)
   fmt.Println("Creating the task mailbox...")
   if err := unix.Mkfifo(mailboxPath, 0666); err != nil {
      fmt.Println("Error setting up the task mailbox:", err)
      return
   }
}

Once created, os.OpenFile with os.O_RDWR is used to open the pipe for reading. This way, the 
data sent is read from the pipe:

// Open the named pipe for read and write
mailbox, err := os.OpenFile(mailboxPath, os.O_RDWR, os.ModeNamedPipe)
if err != nil {
   fmt.Println("Error opening named pipe:", err)
}
defer mailbox.Close()

Now, our main logic resides in one goroutine sending tasks over the pipe while another reads them. 
Once we’re using a scanner, we stop reading for new tasks when the sender sends an "EOD" (end of 
day) string instance. To synchronize these goroutines, we’re using sync.WaitGroup:

wg := &sync.WaitGroup{}
wg.Add(2)

go func() {
   defer wg.Done()
   ReadTask(mailbox)
}()

go func() {
   defer wg.Done()

   i := 0
   for i < 10 {
      SendTask(mailbox, fmt.Sprintf(«Task %d\n», i))
      i++
   }
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   // Close the mailbox
   SendTask(mailbox, "EOD\n")
   fmt.Println("All tasks sent.")
}()

wg.Wait()

The sending logic in the writer.go file is simply pushing data over the pipe:

func SendTask(pipe *os.File, data string) error {
   _, err := pipe.WriteString(data)
   if err != nil {
      return fmt.Errorf("error writing to named pipe: %v", err)
   }
   return nil
}

Receiving tasks is the responsibility of the ReadTask() function in the reader.go file:

func ReadTask(pipe *os.File) error {
   fmt.Println("Reading tasks from the mailbox...")

   scanner := bufio.NewScanner(pipe)
   for scanner.Scan() {
      task := scanner.Text()
      fmt.Printf("Processing task: %s\n", task)

      if task == "EOD" {
         break
      }
   }

   if err := scanner.Err(); err != nil {
      return fmt.Errorf("error reading tasks from the mailbox: %v", 
err)
   }
   fmt.Println("All tasks processed.")
   return nil
}
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Running our program, we should see an output like the following:

All tasks sent.
Reading tasks from the mailbox...
Processing task: Task 0
Processing task: Task 1
Processing task: Task 2
Processing task: Task 3
Processing task: Task 4
Processing task: Task 5
Processing task: Task 6
Processing task: Task 7
Processing task: Task 8
Processing task: Task 9
Processing task: EOD
All tasks processed.

There are a few important characteristics of using named pipes. For example, they can be used between 
any processes. They exist independently of the process and can be found in the filesystem. Also, although 
a single named pipe is unidirectional, two named pipes can be used for bidirectional communication.

Best practices – guidelines for using pipes
Having explored practical aspects of using pipes in IPC, discussing best practices and guidelines is 
crucial. Adhering to these principles ensures that your implementation is efficient but also secure 
and maintainable.

Efficient data handling

In the context of efficient data handling, especially when minimizing data in transit, two key strategies 
are employed: chunking and compression.

Chunking involves breaking down large datasets into smaller, more manageable pieces. The primary 
advantage of chunking is that it prevents the overfilling of pipe buffers, which can lead to bottlenecks in 
data transmission. By segmenting the data, each chunk can be processed and transmitted sequentially, 
ensuring a smoother and more efficient flow of data. This technique is particularly useful in scenarios 
where data is streamed or processed in real time.
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Example – Chunking data

In this snippet, the idea is the writer sends data by chunk size and the reader receives the same.

The code on the writer’s side looks like this:

func writeInChunks(pipe *os.File, data []byte, chunkSize int) error {
   for i := 0; i < len(data); i += chunkSize {
      end := i + chunkSize
      if end > len(data) {
         end = len(data)
      }
      chunk := data[i:end]
      _, err := pipe.Write(data[i:end])
      if err != nil {
         return err
      }
      writer.Flush() // Ensure chunk is written
   }
   return nil
}

And on the reader’s side, it looks like this:

// Read chunks from the named pipe
    for {
        chunk, err := reader.ReadBytes('\n') // Assuming chunks are 
newline-separated
        if err != nil {
            if err == io.EOF {
                break // End of file reached
            }
            panic(err)
        }
        fmt.Printf("Received chunk: %s\n", string(chunk))
    }

Compression is the process of reducing the size of data before it is sent. This is especially beneficial 
when the data is highly compressible, such as text files or certain types of image and video files. By 
compressing data, the volume of information that needs to be transmitted is significantly reduced, 
leading to faster transmission times and potentially lower bandwidth usage. However, it’s important 
to consider the computational overhead of compressing and decompressing data, as well as the nature 
of the data itself (some data may not compress well).
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Example – Compressing data

For compression, you can use a library such as compress/gzip to compress and decompress data.

In these snippets, the writer compresses the data while the reader decompresses it to read it.

In the following snippet, we’re compressing and sending the data:

   // Create a gzip writer on top of the named pipe
     gzipWriter := gzip.NewWriter(fifo)
  // Example data to compress and write
    data := []byte("Some data to be compressed and written to the 
pipe")

    // Write compressed data to the named pipe
    if _, err := gzipWriter.Write(data); err != nil {
        panic(err)
    }
    gzipWriter.Flush() // Ensure data is written

So, for reading, we’ll decompress the data, as well:

// Create a gzip reader
gzipReader, err := gzip.NewReader(fifo)
if err != nil {
   // handler errors
}
defer gzipReader.Close()

// Read and decompress data from the named pipe
var buf bytes.Buffer
io.Copy(&buf, gzipReader)

Error handling and resource management

We must handle errors and properly save resources to create maintainable and robust software. Let’s 
explore how we can approach these two dimensions of robustness.

Robust error handling

Always check for errors after pipe operations. This includes read, write, and close operations. Also, 
implement timeouts for read/write operations to avoid deadlocks.
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Example – Reading pipes with timeout

In this snippet, we have a boilerplate to read pipes leveraging in-context timeouts:

timeout := time.After(5 * time.Second)
done := make(chan bool)

go func() {
    _, err := pipe.Read(buffer)
    // Handle read operation and error
    done <- true
}()

select {
case <-timeout:
    // Handle timeout, e.g., close pipe, log error
case <-done:
    // Read operation completed
}

Proper resource management

Ensure pipes are properly closed after use. Use defer for closing file descriptors in Go.

In the following snippet, we can observe that we can avoid resource leakage:

pipeReader, pipeWriter, _ := os.Pipe()
defer pipeReader.Close()
defer pipeWriter.Close()

// Perform pipe operations

Handling leaks
Monitor for any resource leaks. Left open, pipes can lead to file descriptor exhaustion.

Security considerations

When we’re transmitting sensitive data, we should consider encrypting it before sending it through 
a pipe. After receiving data through pipes, we need to ensure the validation of this data, especially if 
used in critical parts of our programs.

We also need to be cautious with permissions when creating named pipes. Restrict access to trusted 
users. Also, use randomized or unpredictable names to prevent name squatting attacks for named pipes.
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Example – Securing named pipe creation

In the following snippet, the pipe name receives a random factor and restricts access to the pipe owner:

pipePath := "/tmp/my_secure_pipe_" + randomString(10)
syscall.Mkfifo(pipePath, 0600) // Restricts access to the owner only

Name squatting attack
In a name squatting attack, an attacker creates a named pipe with a name that is expected to be 
used by a legitimate application or service. This attack typically targets applications or services 
that dynamically create named pipes for IPC but do not adequately verify the identity of the 
pipe’s creator.

Performance optimization

Adjust buffer sizes by tuning them based on your application’s needs. Smaller buffers can reduce 
memory usage, while larger ones can improve throughput.

This next practice is crucial for achieving good performance: use non-blocking I/O operations to 
improve performance, especially in applications that require high responsiveness.

By following these best practices, you can ensure that your use of named pipes in Go is not only 
effective but also secure and maintainable. Named pipes are a powerful tool in system programming, 
and with careful consideration of these guidelines, you can harness their full potential to build robust 
and efficient applications. As you continue to develop your skills in Go and system programming, 
keep these practices in mind to enhance the quality of your code.

Developing a log processing tool
Having covered the fundamentals of pipes in IPC and best practices for their use in Go, let’s explore 
more advanced topics. We will explore a scenario where pipes can be effectively utilized and see how 
Go’s concurrency model complements these use cases. This section aims to give you practical insights 
into leveraging pipes for sophisticated system programming tasks.

In the next example, we’ll develop a simple real-time log processing tool. This tool will read log data 
from a file (simulating a log file being written by another process), process the log entries (for example, 
filtering based on severity), and then output the results to the console.

First, we create a filterLogs() function that reads logs from the reader, filters them, and writes 
to the writer:

func filterLogs(reader io.Reader, writer io.Writer) {
   scanner := bufio.NewScanner(reader)
   for scanner.Scan() {
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      logEntry := scanner.Text()
      if strings.Contains(logEntry, "ERROR") {
         writer.Write([]byte(logEntry + "\n"))
      }
   }
}

Note that the function reads from a reader (our named pipe), filters the log entries only to include 
those containing "ERROR", and writes them to a writer (we’re sending to standard output):

func main() {
   // Create a named pipe (simulating a log file)
   pipePath := "/tmp/my_log_pipe"
   if err := os.RemoveAll(pipePath); err != nil {
      panic(err)
   }
   if err := os.Mkfifo(pipePath, 0600); err != nil {
      panic(err)
   }
   defer os.RemoveAll(pipePath)

   // Open the named pipe for reading
   pipeFile, err := os.OpenFile(pipePath, os.O_RDONLY|os.O_CREATE, 
os.ModeNamedPipe)
   if err != nil {
      panic(err)
   }
   defer pipeFile.Close()

   // Start a goroutine to simulate log writing
   go func() {
      writer, err := os.OpenFile(pipePath, os.O_WRONLY, 
os.ModeNamedPipe)
      if err != nil {
         panic(err)
      }
      defer writer.Close()

      for {
         writer.WriteString("INFO: All systems operational\n")
         writer.WriteString("ERROR: An error occurred\n")
         time.Sleep(1 * time.Second)
      }
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   }()

   // Process the logs
   filterLogs(pipeFile, os.Stdout)
}

In the main() function, a named pipe is created to simulate a log file. This pipe acts as the source of 
log data. The pipe is opened for reading. Concurrently, a goroutine is started to simulate writing log 
entries to this pipe, including both "INFO" and "ERROR" messages. The filterLogs() function 
is called to process incoming log data. It filters and outputs error messages.

Although simple, this code demonstrates a practical application of pipes in Go for real-time log 
processing. It shows how to set up a pipeline for continuous data processing, simulating a common 
scenario in system monitoring and log analysis tools.

Summary
As we conclude this chapter, let’s reflect on the key insights and knowledge we’ve gained about IPC 
in system programming, especially in the context of Go.

We explored their fundamental role in facilitating data exchange between processes, emphasizing 
their importance in system-level programming. These pipes have versatile applications, including 
command-line utilities, data streaming, and inter-process data exchange. We also compared pipes to 
channels, highlighting differences in usage.

In the following chapter, we’re going to apply the knowledge gained to create automation.



7
Unix Sockets

In this chapter, you will learn about socket programming, but this time focusing on UNIX sockets. 
The chapter provides an understanding of how UNIX sockets function, their types, and their role in 
inter-process communication (IPC) on UNIX and UNIX-like operating systems such as Linux. You 
will gain practical knowledge through examples, particularly in creating a UNIX socket server and 
client using the Go programming language.

This information is crucial for programmers who are interested in developing advanced software 
systems, particularly those that require efficient IPC mechanisms. Understanding UNIX sockets is 
essential for system and network programmers, as it allows for the creation of more efficient and 
secure applications.

In this chapter, we’re going to cover the following main topics:

•	 Unix sockets

•	 Building a chat server

•	 Serving HTTP under Unix sockets

By the end of the chapter, you should be able to create and manage UNIX sockets and understand 
their efficiency, security, and how they are integrated into the filesystem namespace.

Introduction to Unix sockets
UNIX sockets, also known as UNIX domain sockets, provide a way for processes to communicate 
with each other on the same machine quickly and efficiently, offering a local alternative to TCP/IP 
sockets for IPC. This feature is unique to UNIX and UNIX-like operating systems such as Linux.

UNIX sockets can be either stream-oriented (such as TCP) or datagram-oriented (such as UDP). 
They are represented as filesystem nodes, such as files and directories. However, they are not regular 
files but special IPC mechanisms.
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There are three key features:

•	 Efficiency: Data is transferred directly between processes without the need for network 
protocol overhead.

•	 Filesystem namespace: UNIX sockets are referenced by filesystem paths. This makes them 
easy to locate and use but also means they persist in the filesystem until explicitly removed.

•	 Security: Access to UNIX sockets can be controlled using filesystem permissions, providing a 
level of security based on user and group IDs.

Moving forward, let’s see how we can actually create a UNIX socket.

Creating a Unix socket
Let’s go through a step-by-step example in Go for creating a UNIX socket server and client. After that, 
we’ll understand how to use lsof to inspect the socket:

1.	 For socket path and cleanup, perform the following:

socketPath := "/tmp/example.sock"

if err := os.Remove(socketPath); err != nil && !os.
IsNotExist(err) {
    log.Printf("Error removing socket file: %v", err)
    return
}

	� Path definition: socketPath := "/tmp/example.sock" sets the location for the 
UNIX socket

	� Cleanup logic: os.Remove(socketPath) attempts to delete any existing socket file at 
this location to avoid conflicts when starting the server

2.	 For creating and listening on the UNIX socket:

listener, err := net.Listen("unix", socketPath)
if err != nil {
    log.Printf("Error listening: %v", err)
    return
}
defer listener.Close()
fmt.Println("Listening on", socketPath)

	� Listen function: net.Listen("unix", socketPath) creates the UNIX socket at 
the given path and starts listening for incoming connections
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	� Defer statement: defer listener.Close() ensures that the socket is closed when 
the main function exits, releasing system resources

3.	 For graceful shutdown setup:

signals := make(chan os.Signal, 1)

signal.Notify(signals, syscall.SIGINT, syscall.SIGTERM)

go func() {
    <-signals
    fmt.Println("Received termination signal. Shutting down 
gracefully...")
    listener.Close()
    os.Remove(socketPath)
    os.Exit(0)
}()

	� Signal channel: signals := make(chan os.Signal, 1) sets up a channel to 
receive operating system signals.

	� Signal registration: signal.Notify(signals, syscall.SIGINT, syscall.
SIGTERM) configures the program to intercept SIGINT and SIGTERM signals for 
graceful shutdown.

	� Goroutine for signal handling: The anonymous go func() { ... }() goroutine 
waits for a signal. Upon receiving one, it closes the listener and removes the socket file, then 
exits the program.

4.	 For connection acceptance loop:

for {
    conn, err := listener.Accept()
    if err != nil {
       log.Printf("Error accepting connection: %v", err)
       continue
    }

    go handleConnection(conn)
}

	� Infinite loop: The for { ... } loop continuously waits for and accepts new connections

	� Error handling in acceptance: If listener.Accept() encounters an error (such as 
during server shutdown), it logs the error and continues to the next iteration, avoiding a crash
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5.	 For connection management:

func handleConnection(conn net.Conn) {
    defer conn.Close()
    buffer := make([]byte, 1024)
    n, err := conn.Read(buffer)
    if err != nil {
       log.Printf("Error reading from connection: %v", err)
       return
    }

    fmt.Println("Received:", string(buffer[:n]))

    // Simulate a response back to the client
    response := []byte("Message received successfully\n")

    _, err = conn.Write(response)

    if err != nil {
       log.Printf("Error writing response to connection: %v", 
err)
       return
    }
}

	� Utilizes defer conn.Close() to ensure the connection is closed after function execution, 
releasing resources

	� Allocates a byte buffer with buffer := make([]byte, 1024) for incoming data

	� Reads incoming data using n, err := conn.Read(buffer), handling errors and 
exiting if any occur

	� Displays the received message with fmt.Println("Received:" , 
string(buffer[:n])), showing only the read portion of the buffer

	� Constructs a response with response := []byte("Message received 
successfully\n") to acknowledge the received message

	� Sends the response back to the client via conn.Write(response), logging errors if 
the write operation fails

We now can run this code by executing the following:

go run main.go
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The output should be as follows:

Listening on /tmp/example.sock

Going a little deeper into socket creation

When we call net.Listen with a UNIX socket type and a file path, the Go runtime performs two 
actions under the hood: the socket file descriptor is created in the operating system and Go’s runtime 
binds the socket to the specified file path.

From an operating system perspective

When I say, “A socket is created in the operating system,” I’m referring to the creation of a socket as an 
internal resource within the operating system’s kernel. This action is like the operating system setting 
up a communication endpoint. The socket at this stage is an abstraction managed by the operating 
system, allowing processes to send and receive data. Note that this socket is not yet associated with 
a file in the filesystem. It’s an entity that exists in the system’s memory, managed by the kernel’s 
networking or IPC subsystem.

From a filesystem perspective

Binding in this context is associating the socket with a specific path in the filesystem. This binding 
creates a socket file, a special type of file that serves as an entry point or an endpoint for IPC.

The “socket file” created in the filesystem is not a regular file that stores data such as text or binary 
content. Instead, it’s a special type of file (often appearing as a file in directory listings) that represents 
the socket and provides a way for processes to reference and use it. It’s the point where the abstract 
socket created by the operating system gets a named representation in the filesystem.

Creating the client

Our client’s primary functions are to connect to a UNIX socket server, send a message, and then close 
the connection.

To achieve this goal, let’s use the following code:

package main

import (
   "fmt"
   "net"
)

func main() {
   // Connect to the server at the UNIX socket
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   conn, err := net.Dial("unix", "/tmp/example.sock")
   if err != nil {
      fmt.Println("Error dialing:", err)
      return
   }
   defer conn.Close()

   // Send a message
   _, err = conn.Write([]byte("Hello UNIX socket!\n"))
   if err != nil {
      fmt.Println("Error writing to socket:", err)
      return
   }

   buffer := make([]byte, 1024)
   n, err := conn.Read(buffer)
   if err != nil {
      fmt.Println("Error reading from socket:", err)
      return
   }

   fmt.Println("Server response:", string(buffer[:n]))
}

Let’s examine this client code in detail:

•	 net.Dial("unix", "/tmp/example.sock") attempts to establish a connection to 
a UNIX socket server.

•	 "unix" specifies the connection type, indicating a UNIX socket.

•	 "/tmp/example.sock" is the path to the socket file where the server is expected to 
be listening.

•	 If there’s an error in connecting (such as if the server isn’t running or the socket file doesn’t 
exist), the error is printed and the program exits.

•	 defer conn.Close() ensures that the connection to the socket is closed when the main 
function exits, irrespective of how it exists. It’s a deferred call, which means it will execute at 
the end of the main function.

•	 conn.Write([]byte("Hello UNIX socket!\n")) sends a message to the server.

•	 The "Hello UNIX socket!\n" string is converted into a byte slice as the Write method 
requires a byte slice as input.

•	 The _ character is used to ignore the first return value, which is the number of bytes written.
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•	 If there’s an error in writing to the socket, the error is printed and the program exits.

•	 Buffer creation: buffer := make([]byte, 1024) initializes a byte slice with a length 
of 1,024 bytes to store the response from the server.

•	 Read operation: n, err := conn.Read(buffer) reads the response from the server 
into the buffer, where n is the number of bytes read and err captures any error during the 
read operation.

•	 If there’s an error in reading from the socket, the error is printed and the program exits.

•	 fmt.Println("Server response:", string(buffer[:n])) prints the response 
received from the server. buffer[:n] converts the read bytes back into a string for display.

Inspecting the socket with lsof

On Unix-like systems, the List Open Files (lsof) command offers insights into files accessed by 
processes. UNIX sockets, treated as a file, can be examined using lsof to gather relevant information.

To use lsof to inspect the socket, we should start the server program so that it creates and listens 
on the UNIX socket. In the terminal, you can run lsof with the -U flag (which stands for UNIX 
sockets) and the -a flag to combine the conditions. You can also specify the path to the socket file:

lsof -Ua /tmp/example.sock

This command will show you details about the UNIX socket, including the process ID (PID) of the 
server that’s listening to it. If the client is connected when running lsof, you’ll see entries for both 
the server and the client.

The full version of the client and server can be found in the ch7/example1 directory of our 
Git repository.

Building a chat server
Before writing any code, we should state our goals for creating this chat system.

The chat server is designed to listen on a UNIX socket at /tmp/chat.sock. The code should 
handle creating and managing this socket, ensuring any existing socket file is removed before starting, 
thereby avoiding conflicts.

Upon launching, the server should maintain a continuous loop, perpetually waiting for new client 
connections. Each successful connection is handled in a separate goroutine, allowing the server to 
manage multiple clients concurrently.

One of the key features of this server is its ability to manage multiple client connections simultaneously. 
To achieve this, combining slices to store client connections and a mutex for concurrent access control 
seems like a good idea, ensuring thread-safe operations on shared data.
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Whenever a new client connects, the server should send them the entire history of messages, providing 
a context-rich experience. This historical context is vital in a chat application, allowing newly joined 
users to catch up on the conversation.

Does it seem like there are too many concerns to handle at once? Don’t worry! We’ll expand the feature 
in baby steps until we get to the final version of our server.

To help you understand the development of the chat server using UNIX sockets in Go, it’s effective to 
decompose the final version into simpler, preliminary stages. Each stage will introduce a key feature 
or concept, building toward the final version. Here’s a step-by-step guide:

1.	 Basic UNIX socket server:

Create a simple server that listens on a UNIX socket and can accept a connection:
package main

import (
     "fmt"
     "net"
     "os"
)

const socketPath = "/tmp/example.sock"

func main() {
     os.Remove(socketPath)

     listener, err := net.Listen("unix", socketPath)
     if err != nil {
          fmt.Println("Error creating listener:", err)
          return
     }
     defer listener.Close()

     fmt.Println("Server is listening...")
     conn, err := listener.Accept()
     if err != nil {
          fmt.Println("Error accepting connection:", err)
          return
     }
     conn.Close()
}
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2.	 Handling a single client:

Extend the server to read a message from one client and print it to the console:
// ... (previous imports)

func main() {
     // ... (existing setup and listener code)

     for {
          conn, err := listener.Accept()
          if err != nil {
               fmt.Println("Error accepting connection:", err)
               continue
          }

          handleConnection(conn)
     }
}

func handleConnection(conn net.Conn) {
     defer conn.Close()

     buffer := make([]byte, 1024)
     n, err := conn.Read(buffer)
     if err != nil {
          fmt.Println("Error reading from connection:", err)
          return
     }

     fmt.Println("Received:", string(buffer[:n]))
}

3.	 Handling multiple clients:

Modify the server to handle multiple client connections concurrently:
// ... (previous imports)
var (
     clients []net.Conn
     mutex   sync.Mutex
)

func main() {
     // ... (existing setup and listener code)
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     for {
          conn, err := listener.Accept()
          if err != nil {
               fmt.Println("Error accepting connection:", err)
               continue
          }

          mutex.Lock()
          clients = append(clients, conn)
          mutex.Unlock()

          go handleConnection(conn)
     }
}

// ... (existing handleConnection function)

4.	 Broadcasting messages to all clients:

Implement a feature to broadcast received messages to all connected clients:
// ... (previous imports and global variables)

func main() {
     // ... (existing setup and listener code)

     for {
          // ... (existing connection acceptance code)
     }
}

func handleConnection(conn net.Conn) {
     defer conn.Close()

     buffer := make([]byte, 1024)
     for {
          n, err := conn.Read(buffer)
          if err != nil {
               removeClient(conn)
               break
          }

          message := string(buffer[:n])
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          broadcastMessage(message)
     }
}

func broadcastMessage(message string) {
     mutex.Lock()
     defer mutex.Unlock()
     for _, client := range clients {
          client.Write([]byte(message + "\n"))
     }
}

func removeClient(conn net.Conn) {
     // ... (client removal logic)
}

5.	 Adding message history:

Store a history of messages and send it to new clients upon connection:
// ... (previous imports, global variables, and main function)

func handleConnection(conn net.Conn) {
     // Send message history to the new client
     for _, msg := range messageHistory {
          conn.Write([]byte(msg + "\n"))
     }

     // ... (existing reading and broadcasting code)
}

// ... (existing broadcastMessage and removeClient functions)

Nice! We’ve completed the chat server with all the features. Now, it’s time to create our client.

The client should establish a connection to a server listening on a specific UNIX socket (/tmp/
chat.sock). After establishing a connection, the client will send a message to the server. Also, the 
client should handle the response from the server, read it, and display it on the console. Throughout 
its operations (connecting, sending, and receiving), the client should handle any potential errors, 
printing them out if they occur. Lastly, the client must ensure that the socket connection is properly 
closed before exiting, regardless of whether it exits normally or due to an error.
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Now, let’s break down the development of this client into simpler stages:

1.	 Establishing a connection to the server:

Create a client that connects to a UNIX socket server:
package main

import (
     "fmt"
     "net"
)

const socketPath = "/tmp/chat.sock"

func main() {
     conn, err := net.Dial("unix", socketPath)
     if err != nil {
          fmt.Println("Failed to connect to server:", err)
          return
     }
     defer conn.Close()

     fmt.Println("Connected to server.")
}

2.	 Listening for messages from the server:

Add functionality to listen and print messages from the server:
// ... (previous imports)

func main() {
     // ... (existing connection code)

     go func() {
          scanner := bufio.NewScanner(conn)
          for scanner.Scan() {
               fmt.Println("Message from server:", scanner.
Text())
          }
     }()

     // Prevent the main goroutine from exiting immediately
     fmt.Println("Connected. Press Ctrl+C to exit.")
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     select {} // Blocks forever
}

3.	 Sending messages to the server:

Enable the client to send messages to the server:
// ... (previous imports)

func main() {
     // ... (existing connection and server listening code)

     scanner := bufio.NewScanner(os.Stdin)
     fmt.Println("Enter message:")
     for scanner.Scan() {
          message := scanner.Text()
          conn.Write([]byte(message))
     }
}

4.	 Proper synchronization with WaitGroup:

Use sync.WaitGroup to manage goroutine synchronization and prevent premature 
program termination:

// ... (previous imports)

func main() {
     // ... (existing connection code)

     var wg sync.WaitGroup
     wg.Add(1)

     go func() {
          defer wg.Done()
          // ... (existing server message handling code)
     }()

     // ... (existing message sending code)

     wg.Wait() // Wait for the goroutine to finish
}
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The complete chat client

Since we’re familiar with the details, let’s look at the complete client code:

package main
import (
   «bufio»
   «fmt»
   «net»
   «os»
   «sync»
)

const socketPath = "/tmp/chat.sock"

func main() {
   conn, err := net.Dial("unix", socketPath)
   if err != nil {
      fmt.Println("Failed to connect to server:", err)
      return
   }
   defer conn.Close()

   var wg sync.WaitGroup
   wg.Add(1)

   // Ouve mensagens do servidor
   go func() {
      defer wg.Done()
      scanner := bufio.NewScanner(conn)
      for scanner.Scan() {
         fmt.Println("Message from server:", scanner.Text())
      }
   }()

   // Envia mensagens para o servidor
   scanner := bufio.NewScanner(os.Stdin)
   fmt.Println("message:")
   for scanner.Scan() {
      message := scanner.Text()
      conn.Write([]byte(message))
   }

   wg.Wait()
}
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Approaching the development as a step-by-step process is helpful in understanding each component’s 
role in the final program as the complexity increases.

Now it’s your turn! Spin the server to a couple of clients and play with our chat system.

The full version of the client and server can be found in the ch7/chat directory of our GitHub repository.

Serving HTTP under UNIX domain sockets
Exposing HTTP APIs under a Unix domain socket? Well, that’s one way to keep things interesting in 
networking. Let’s explore the benefits of this unconventional approach.

Unix domain sockets are a secure choice for services that should remain confined to a specific machine. 
They offer fine-grained access control through filesystem permissions, making managing who can 
interact with your HTTP API easier.

Why settle for regular old networking when you can have the luxury of lower latency and fewer context 
switches? This can be especially useful in high-throughput environments.

By utilizing Unix domain sockets, you can avoid consuming TCP ports, which may be a limited 
resource on some systems.

Unix domain sockets eliminate the need to manage IP addresses and port numbers, simplifying setup 
and configuration, especially for local communication. Also, they seamlessly integrate with the Unix/
Linux ecosystem, making them a natural choice for applications deeply embedded in this environment.

For legacy systems or applications with specific protocol requirements, Unix domain sockets may be 
the best or only option for efficient communication.

To create an HTTP server listening on a Unix domain socket in Go, you can use the net and net/
http packages.

Let’s take a step-by-step approach to explore the server:

1.	 HTTP handler function:

http.HandleFunc("/", func(w http.ResponseWriter, r *http.
Request) {
    _, err := w.Write([]byte("Hello, world!"))
    if err != nil {
       http.Error(w, "Internal Server Error", http.
StatusInternalServerError)
       log.Println("Error writing response:", err)
    }
})
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	� We start by defining an HTTP handler function using http.HandleFunc. This function 
handles all incoming HTTP requests to the root path ("/") and responds with "Hello, 
world!" using the response writer.

2.	 Unix socket and listener setup:

socketPath := "/tmp/go-server.sock"
listener, err := net.Listen("unix", socketPath)

if err != nil {
    log.Fatal("Listen (UNIX socket):", err)
}

log.Println("Server is listening on", socketPath)

	� We specify the Unix socket path as socketPath, which is set to "/tmp/go-server.
sock".

	� net.Listen("unix", socketPath) sets up a Unix socket server to accept incoming 
connections on the specified path.

	� We use the standard Go log package for basic logging. We log a message when the server 
is listening on the specified socket path.

3.	 Graceful shutdown:

sigCh := make(chan os.Signal, 1)
signal.Notify(sigCh, syscall.SIGINT, syscall.SIGTERM)

	� We created a signal channel, sigCh, to capture SIGINT (Ctrl + C) and SIGTERM (termination 
signal) signals for graceful server shutdown

	� We use signal.Notify to notify the channel when these signals are received

4.	 Goroutine for shutdown:

go func() {
    <-sigCh
    log.Println("Shutting down gracefully...")
    listener.Close()
    os.Remove(socketPath)
    os.Exit(0)

}()

	� We launch a goroutine to handle graceful shutdown. The goroutine waits for signals on sigCh.
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	� When a signal is received, it logs a message, closes the Unix socket listener using listener.
Close(), removes the Unix socket file using os.Remove(socketPath), and exits the 
program with os.Exit(0).

5.	 HTTP server start:

err = http.Serve(listener, nil)
if err != nil && err != http.ErrServerClosed {
    log.Fatal("HTTP server error:", err)
}

	� We start the HTTP server using http.Serve(listener, nil). It listens for incoming 
HTTP requests on the Unix socket listener we created earlier.

	� We handle any errors returned by http.Serve and log them if necessary. We also check 
for the special case http.ErrServerClosed to determine whether the server was 
gracefully shut down.

Now, let’s tackle the client-side setup after covering the server intricacies.

Client

When creating a client for this situation, we can assume the HTTP response body is text-based 
(plain text).

Note:
If you’re dealing with binary data, you must handle it differently.

Let’s progressively create our client:

package main

import (
     "bufio"
     "fmt"
     "net"
     "net/http"
     "net/textproto"
     "strings"
)

const socketPath = "/tmp/go-server.sock"

func main() {
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     // Dial the Unix socket
     conn, err := net.Dial("unix", socketPath)
     if err != nil {
          fmt.Println("Error connecting to the Unix socket:", err)
          return
     }
     defer conn.Close()

     // Make an HTTP request
     request := "GET / HTTP/1.1\r\n" +
          "Host: localhost\r\n" +
          "\r\n"
     _, err = conn.Write([]byte(request))
     if err != nil {
          fmt.Println("Error sending the request:", err)
          return
     }

     // Read the response
     reader := bufio.NewReader(conn)
     tp := textproto.NewReader(reader)

     // Read and print the status line
     statusLine, err := tp.ReadLine()
     if err != nil {
          fmt.Println("Error reading the status line:", err)
          return
     }
     fmt.Println("Status Line:", statusLine)

     // Read and print headers
     headers, err := tp.ReadMIMEHeader()
     if err != nil {
          fmt.Println("Error reading headers:", err)
          return
     }
     for key, values := range headers {
          for _, value := range values {
               fmt.Printf("%s: %s\n", key, value)
          }
     }

     // Read and print the body (assuming it's text-based)
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     for {
          line, err := reader.ReadString('\n')
          if err != nil {
               if err.Error() != "EOF" {
                    fmt.Println("Error reading the response body:", 
err)
               }
               break
          }
          fmt.Print(line)
     }
}

The three main parts of the code are as follows:

•	 Connects to the Unix socket: It uses net.Dial to connect to the Unix socket at /tmp/
go-server.sock.

•	 Sends an HTTP request: It sends a simple HTTP GET request to the root path (/). The Host: 
localhost header is included to conform to HTTP/1.1 standards.

•	 Reads the response: It reads the response from the server using bufio.Reader. The status 
line and headers are parsed and printed out. The body of the response is then printed out as well.

Now we should explore some of the choices and their details.

The request is intended to be sent over a network connection, such as a Unix domain socket, to an 
HTTP server. Let’s break down this request into its individual components.

HTTP request line

GET / HTTP/1.1\r\n

•	 Method: GET – This is the HTTP method being used. GET is used to request data from a 
specified resource. In this case, it’s asking the server to send the data located at the root URL (/).

•	 Path: / – This is the path of the resource being requested. / signifies the root path, which 
usually corresponds to the home page or main page of a website or API.

•	 Protocol version: HTTP/1.1 – This specifies the version of the HTTP protocol being used. 
HTTP/1.1 is a common version that introduces several improvements over HTTP/1.0, such 
as persistent connections.

•	 Line ending: \r\n – This is a carriage return (\r) followed by a line feed (\n), which together 
signify the end of a line in the HTTP protocol. HTTP headers must end with \r\n.
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HTTP request header

Host: localhost\r\n

•	 Host header: Host: localhost – The host header specifies the server’s domain name 
(the host) to which the request is being sent. This is mandatory in HTTP/1.1 and is used to 
distinguish between different domains hosted on the same server (virtual hosting). Here, 
localhost is used as the host.

•	 Header line ending: \r\n – Again, the carriage return and line feed signify the end of the 
header line.

Empty line signifying end of headers

\r\n

This empty line (just \r\n) indicates the end of the header section and the beginning of the body 
section of the HTTP request. Since a GET request does not typically include a body, this line signifies 
the end of the request.

The textproto package

In our program, the textproto package is utilized to read and parse the response headers from 
the HTTP server, but why?

The first motivation is convenience: textproto simplifies the process of reading and parsing text-
based protocols. Without it, you’d have to manually parse the response, which could be error-prone 
and inefficient.

Moreover, textproto ensures compliance with the text-based protocol’s specifications. It correctly 
handles nuances such as line endings (\r\n) and the format of headers.

It integrates well with Go’s buffered I/O (bufio), making it efficient for network communication 
where data may arrive in bursts.

While designed with HTTP in mind, textproto is versatile enough to be used with other text-based 
protocols, making it a useful tool in the Go standard library for network programming in general.

Now that we’ve explored our application using UNIX sockets over HTTP, let’s take a look into some 
important performance considerations to optimize our socket-based applications and the most 
common use cases.

The full version of the client and server communicating over HTTP can be found in the ch7/
http2unix directory of our Git repository.
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Performance

Unix domain sockets don’t require the network stack’s overhead, as there’s no need to route data 
through the network layers. This reduces the CPU cycles spent on processing network protocols. Unix 
domain sockets often allow for more efficient data transfer mechanisms within the kernel, such as 
sending a file, which can reduce the amount of data copying between the kernel and user spaces. They 
communicate within the same host, so the latency is typically lower than TCP sockets, which may 
involve more complex routing even when communicating between processes on the same machine.

You might ask yourself: Is it faster than calling the loopback interface (localhost)?

Yes! The loopback interface still goes through the TCP/IP stack, even though it doesn’t leave the 
machine. This involves more processing, such as packaging data into TCP segments and IP packets.

They can be more efficient regarding data copying between the kernel and user spaces. Some Unix 
domain socket implementations allow for zero-copy operations, where data is directly passed 
between the client and server without redundant copying. This is not possible using TCP/IP since its 
communication typically involves more data copying between the kernel and user spaces.

Other common use cases

Several systems rely on the benefits of Unix domain sockets, such as the following:

•	 System V IPC: This is a category of mechanisms in Unix-like operating systems, including UNIX 
domain sockets, message queues, semaphore sets, and shared memory. UNIX domain sockets 
are often used for efficient and fast communication between processes within the same system.

•	 X Window System (X11): X11, the graphical windowing system used in Unix-like operating 
systems, can use UNIX domain sockets for communication between the X server and client 
applications. This allows for display and input management.

•	 D-Bus: D-Bus is a message bus system used for communication between applications. It is widely 
used on Linux systems and relies heavily on UNIX domain sockets for local communication 
between processes.

•	 Systemd: Systemd, the init system and service manager for Linux, uses UNIX domain sockets 
for communication between its various components and services. It is integral to the boot 
process and system management.

•	 MySQL and PostgreSQL: These popular relational database management systems can use 
UNIX domain sockets for local client-server communication. This provides a fast and secure 
way for applications to connect to the database server.

•	 Redis: Redis, an in-memory key-value store, can use UNIX domain sockets for local client-
server communication. This provides low-latency and high-throughput data access.
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•	 Nginx and Apache: These web servers can use UNIX domain sockets to communicate with 
backend application servers or FastCGI processes. It’s a more efficient way to proxy requests 
than TCP/IP sockets when both processes are on the same machine.

With an understanding of UNIX socket use cases, let’s zoom out and summarize what we’ve learned.

Summary
In this chapter, we have explored the fundamental concepts and practical applications of UNIX 
sockets. We learned about UNIX sockets and their role in IPC on UNIX and UNIX-like systems. The 
chapter provided insights into how UNIX sockets differ from TCP/IP sockets, emphasizing their use 
for local, efficient IPC.

Through examples, you gained hands-on experience in creating and managing a UNIX socket server 
and client. Also, this chapter highlighted the efficiency of UNIX sockets in data transfer without 
network protocol overhead and their security aspects controlled by filesystem permissions.

This knowledge is vital for developing efficient and secure software systems, enhancing the reader’s 
ability to design and implement robust networked applications in IPC scenarios.

Looking ahead, the next chapter, Chapter 8, Memory Management, shifts our focus from IPC to 
the internal workings of the Go runtime and its garbage collector. We will explore how memory is 
allocated, managed, and optimized.



Part 3:  
Performance

In this part, we will take a tour on advanced topics that are crucial for developing high-performance, 
efficient, and reliable Go applications. This section focuses on memory management, performance 
analysis. By understanding these concepts, you’ll be better equipped to optimize your Go applications 
and manage system resources effectively.

This part has the following chapters:

•	 Chapter 8, Memory Management

•	 Chapter 9, Analysing Performance





8
Memory Management

In this chapter, we’ll dive into the world of memory management in Go, focusing on the mechanisms 
and strategies underpinning garbage collection. As we navigate the garbage collection concepts, 
including its evolution within Go, the distinctions between stack and heap memory allocations, and 
the advanced techniques employed to manage memory efficiently, you will understand the inner 
workings of Go’s memory management system.

In this chapter, we’re going to cover the following main topics:

•	 Garbage collection

•	 Memory arenas

By the end of the chapter, you should be able to optimize your code to reduce memory usage, 
minimize garbage collection overhead, and ultimately improve the scalability and responsiveness of 
your applications.

Technical requirements
All the code shown in this chapter can be found in the ch8 directory of our GitHub repository.

Garbage collection
Before garbage-collected languages, we needed to handle memory management ourselves. Despite 
the focused attention that this discipline craves, the main problems we ran in circles to avoid were 
memory leaks, dangling pointers, and double frees.

The garbage collector in Go has some jobs to avoid common mistakes and accidents: it tracks 
allocations on the heap, frees unneeded allocations, and keeps the allocations in use. These jobs are 
commonly referred to in academia as memory inference, or “What memory should I free?”. The two 
main strategies for dealing with memory inference are tracing and reference counting..
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Go uses a tracing garbage collector (GC for short), which means the GC will trace objects reachable by 
a chain of references from “root” objects, consider the rest as “garbage,” and collect them. Go’s garbage 
collector has a long journey of optimization and learning. You can find the whole path to today’s 
state of the art in this blog post from Go’s dev team: https://go.dev/blog/ismmkeynote.

In this very blog post, the Go team reports enormous gains. For instance, one garbage collection cycle 
dropped from 300 ms (Go 1.0) to, shockingly, 0.5 ms in the latest version.

You must have heard this at least once in the tech community: “Garbage collection in Go is automatic, 
so you can forget about memory management.” Yeah, and I’ve got some prime real estate on the moon 
to sell you. Believing this is like thinking your house cleans itself because you’ve got a Roomba. In Go, 
understanding garbage collection is not just a nice-to-have; it’s your ticket to writing efficient, high-
performance code. So, buckle up, we’re diving into a world where “automatic” doesn’t mean “magical.”

Imagine, if you will, a software development team that never reviews code because, hey, they have a 
linter. That’s similar to how some approach Go’s garbage collector. It’s like entrusting your entire code 
base quality to a program that checks for extra whitespaces. Sure, the GC in Go is a neat little janitor, 
tirelessly tidying up your memory mess. But misunderstanding its modus operandi is like thinking 
your linter will refactor your spaghetti code into a Michelin-star-worthy dish.

To pave the terrain to more advanced knowledge regarding GC, first, we need to understand two 
areas of memory: stack and heap.

Stack and heap allocation

Stack allocation in Go is used for variables whose lifetimes are predictable and tied to the function 
calls that create them. These are your local variables, function parameters, and return values. The stack 
is remarkably efficient because of its Last In, First Out (LIFO) nature. Allocating and deallocating 
memory here is just a matter of moving the stack pointer up or down. This simplicity makes stack 
allocation fast, but it’s not without its limitations. The size of the stack is relatively small, and trying 
to put too much stuff on the stack can lead to the dreaded stack overflow.

Contrastingly, heap allocation is for variables whose lifetimes are less predictable and not strictly 
tied to where they were created. These are typically variables that must live beyond the scope of the 
function they were created in. The heap is a more flexible, dynamic space, and variables here can be 
accessed globally. However, this flexibility comes at a cost. Allocating memory on the heap is slower 
due to the need for more complex bookkeeping, and the responsibility of managing this memory falls 
to the garbage collector, which adds overhead.

Go’s compiler performs a neat trick called “escape analysis” (more on this topic in Chapter 9, Analyzing 
Performance) to decide whether a variable should live on the stack or the heap. If the compiler 
determines that the lifetime of a variable doesn’t escape the function it’s in, to the stack it goes. But if 
the variable’s reference is passed around or returned from the function, then it “escapes” to the heap.

https://go.dev/blog/ismmkeynote
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This automatic decision-making process is a boon for developers, as it optimizes memory usage and 
performance without manual intervention. The distinction between stack and heap allocation has 
significant performance implications. Stack-allocated memory tends to lead to better performance 
due to its straightforward allocation and deallocation mechanism.

Heap-allocated memory, while necessary for more complex and dynamic data, incurs a performance 
cost due to the overhead of garbage collection. As a Go developer, being mindful of how your variables 
are allocated can help in writing more efficient code. While Go abstracts much of the memory 
management complexity, having a good understanding of how heap and stack allocations work can 
greatly impact the performance of your applications.

As a rule of thumb, keep your variables in the scope as narrow as possible, and be cautious with 
pointers and references that might cause unnecessary heap allocations.

OK, let’s get technical. Go’s garbage collection is based on a concurrent, tri-color mark-and-sweep 
algorithm. Now, before your eyes glaze over like a donut, let’s break that down.

The GC algorithm

Concurrent means it runs alongside your program, not halting everything to clean up. This is crucial 
for performance, especially in real-time systems where pausing for housekeeping is as welcome as a 
screen freeze on launch day.

The tri-color bit is about how the GC views objects. Think of it as a traffic light for memory: green for 
“in use,” red for “ready to delete,” and yellow for “maybe, maybe not.”

The last part, mark and sweep, is the definition of the two main phases of the process. The quick 
version of the story is: during the “mark” phase, the GC scans your objects, flipping their colors based 
on accessibility. In the “sweep” phase, it takes out the trash – the red objects. This two-step process 
helps in managing memory efficiently without stepping on the toes of your running program. Once 
we have the big picture, we can explore the details of these two phases with ease.

Marking phase

The “mark” phase is split into two parts. In the initial part, the GC pauses the program briefly (less 
than 0.3 milliseconds) – think of it as a quick inhale before diving underwater. During this pause, 
known as the stop-the-world (STW) phase, the GC identifies the root set. These roots are essentially 
variables directly accessible from the stack, globals, and other special locations. In other words, it is 
the moment when the GC will start its search to identify what’s in use and what’s not.

After identifying the root set, the GC proceeds to the actual marking, which happens concurrently with 
the program’s execution. This is where the “tri-color” metaphor shines. Objects are initially marked 
“white,” meaning their fate is undecided. As the GC encounters these objects from the roots, it marks 
them “gray,” indicating they need to be explored further, and eventually turns them “black” once fully 
processed, signifying they are in use. This color-coded system ensures that the GC comprehensively 
assesses each object’s accessibility.
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There are more crucial details to expand on in this process. Since we want to create highly performant 
systems, we need to master our GC knowledge instead of keeping things theoretical.

During the marking phase, the Go runtime deliberately allocates about 25% of the available CPU 
resources. This allocation is a calculated decision, ensuring that the GC is efficient enough to keep 
memory usage in check while not overwhelming the system. It’s a balancing act, similar to a juggler 
who ensures each ball gets enough airtime but doesn’t hog the spotlight. This 25% allocation is crucial 
for keeping the GC’s work steady and unobtrusive.

In addition to the standard CPU allocation, there’s a provision for an extra 5% of CPU to be used via 
mark assists. These mark assists are triggered when the program makes memory allocations during 
the GC cycle. If the GC is lagging behind, allocating goroutines lends a hand (or in this case, some 
CPU cycles) to assist in the marking process. This additional 5% can be viewed as a reserve force, 
called into action when the situation demands it, ensuring that the GC keeps pace with the memory 
allocation rate.

Sweep

Moving to the sweep phase, this is where deallocations come into play. After the marking phase has 
identified which objects are no longer needed (those still marked as “white”), the sweep phase begins 
the process of deallocating this memory. This phase is crucial because it’s where the actual memory 
reclamation occurs, freeing up space for future allocations. The efficiency of this phase directly impacts 
the application’s memory footprint and overall performance. But it’s not all rainbows and butterflies. 
The GC can still lead to performance issues, such as latency spikes, especially when dealing with 
large heaps or memory-hungry applications. Understanding how to optimize your code to play nice 
with the GC is an art. It involves deep dives into pointer management, avoiding memory leaks, and 
sometimes just knowing when to say, “Hey, GC, you can take a break; I’ve got this.”

GOGC

The GOGC environment variable in Go is the tuning knob of the garbage collector. It’s like the thermostat 
of your home’s heating system, controlling how hot or cold you want in the room. In Go’s context, 
GOGC dictates the aggressiveness of the garbage collection process. It determines how much newly 
allocated memory is allowed before the garbage collector triggers another cycle. Understanding and 
adjusting this variable can significantly impact your Go application’s memory usage and performance. 
The default value is 100, which means that the GC tries to leave at least 100% of the initial heap 
memory available after a new GC cycle. Adjusting the GOGC value allows you to tailor the garbage 
collection to the specific needs of your application.

Go env

GOGC is an environment variable that affects the GC, but it is not a configuration option specific to 
the Go toolchain or compiler.
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Setting GOGC to a lower value, say 50, means the GC will run more frequently, keeping the heap 
size smaller but using more CPU time. On the flip side, setting it higher, such as 200, means the GC 
will run less frequently, allowing more memory allocation but potentially leading to an undesired 
increased memory usage.

The GOGC variable can take any integer value greater than 0. Setting it to a very low value can lead to a 
performance hit due to the GC running too often, like a cleaner who’s constantly tidying up to the point 
of being a nuisance. Conversely, setting it too high can cause your application to use more memory 
than necessary, which might not be ideal in memory-constrained environments. It’s important to find 
the sweet spot specific to your application’s memory and performance characteristics.

There are also special values for GOGC. Setting it to off disables automatic garbage collection entirely. 
This might be useful in scenarios where the short-lived nature of the program doesn’t warrant the 
overhead of GC. However, with great power comes great responsibility; disabling GC can lead to 
unchecked memory growth. It’s a bit like turning off your house’s automatic thermostat – it can be 
beneficial in the right circumstances but requires much more attention to prevent problems.

In practice, tuning GOGC is a matter of understanding your application’s memory profile and performance 
requirements. It requires careful experimentation and monitoring. Adjusting this variable can yield 
significant performance improvements, especially in systems with large heaps or real-time constraints.

GC pacer

The GC pacer in Go can be likened to a conductor of an orchestra, ensuring every section comes 
in at the right time to create a harmonious symphony. Its job is to regulate the timing of garbage 
collection cycles, balancing the need to reclaim memory with the need to keep the program running 
efficiently. The pacer’s decisions are based on the current heap size, the allocation rate, and the goal 
of maintaining program performance.

The primary role of the pacer is to determine when to start a new garbage collection cycle. It does 
this by monitoring the rate of memory allocation and the size of the live heap (hinted by GOGC) 
– the memory in use that can’t be reclaimed. The pacer’s strategy is to trigger a GC cycle before the 
program allocates too much memory, which could lead to increased latency or memory pressure. It’s 
a preventive measure, similar to changing the oil in your car before it turns into a bigger problem.

One of the key features of the GC pacer is its adaptive nature. It continuously adjusts its thresholds 
based on the application’s behavior. If an application allocates memory rapidly, the pacer responds by 
triggering GC cycles more frequently to keep up. Conversely, if the application’s allocation rate slows 
down, the pacer will allow more memory to be allocated before initiating a GC cycle. This adaptiveness 
ensures that the pacer’s behavior aligns with the application’s current needs.

The pacer works in tandem with the GOGC environment variable. GOGC sets the percentage growth of 
the heap allowed before a GC cycle is triggered. The pacer uses this value as a guideline to determine 
its thresholds.
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The effectiveness of the GC pacer has a direct impact on application performance. A well-tuned pacer 
ensures that garbage collection happens smoothly, without causing significant pauses or latency spikes. 
However, if the pacer’s thresholds are not well aligned with the application’s behavior, it could lead 
to either excessive GC cycles, which can degrade performance, or delayed collections, which can 
increase memory usage. It’s like finding the right speed for cruise control – too fast or too slow can 
lead to an uncomfortable ride.

The GC pacer in Go is a critical component that ensures the efficiency of the garbage collection process. 
It’s not just about writing code; it’s about understanding the environment in which your code runs, 
and the GC pacer is a significant part of that environment.

GODEBUG

The GODEBUG environment variable in Go is a powerful tool for developers, offering insights into the 
inner workings of the Go runtime. Specifically, the GODEBUG=gctrace=1 setting is often used to 
gain detailed information about garbage collection processes. Let’s explore this in depth.

GODEBUG in Go is like a diagnostic toolkit for your car. Just as you might plug in a diagnostic 
tool to understand what’s happening under the hood of your car, GODEBUG provides insights into 
the Go runtime. Among its various capabilities, one of the most used is gctrace. When set to 1 
(GODEBUG=gctrace=1), it enables the tracing of GC activities, offering a window into how and 
when garbage collection occurs in your Go application.

Enabling gctrace to 1 outputs detailed information for each GC cycle, including the time it starts, 
its duration, the heap size before and after collection, and the amount of memory reclaimed. This 
data is invaluable for understanding the GC’s impact on your application’s performance. It’s like 
getting a play-by-play commentary on how the GC is managing memory, which can be critical for 
performance tuning.

The output from gctrace=1 can be quite dense and may seem intimidating at first. It includes 
several metrics, such as STW times, which indicate how long your application pauses during GC. 
Other details include the number of goroutines running, heap sizes, and the number of GC cycles. 
Reading this output is like decoding a treasure map; once you understand the symbols and numbers, 
it reveals valuable information about where your application’s performance can be improved. Take 
this output as an example:

gc 1 @0.019s 2%: 0.015+2.5+0.003 ms clock, 0.061+0.5/2.0/3.0+0.012 ms 
cpu, 4->4->1 MB, 5 MB goal, 4 P

Let’s break down this output:

•	 gc 1: This indicates the sequence number of the garbage collection cycle

•	 @0.019s: The time (in seconds) since the program started when this GC cycle began

•	 2%: Percentage of the total program runtime spent on GC
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•	 0.015+2.5+0.003 ms clock: Breakdown of the GC cycle time

	� 0.015 ms: STW sweep termination phase time

	� 2.5 ms: Concurrent mark and scan phase time

	� 0.003 ms: STW mark termination phase time

•	 0.061+0.5/2.0/3.0+0.012 ms cpu: CPU time for the GC cycle

	� 0.061 ms: CPU time for STW sweep termination

	� 0.5/2.0/3.0: CPU time for concurrent phases (mark/scan, assist, background)

	� 0.012 ms: CPU time for STW mark termination

•	 4->4->1 MB: Heap size at the start, midpoint, and end of the GC

•	 5 MB goal: Next GC cycle’s target heap size

•	 4 P: Number of processors used

We can observe the following with this data:

•	 Frequent high percentage: If the percentage of time spent on GC is high and frequent, it could 
signal performance issues

•	 STW times: Longer STW times can indicate that optimizations are needed to reduce GC pauses

•	 Heap size trends: Growing heap size without similar decreases after GC cycles might point 
to memory leaks

•	 CPU time: Higher CPU times might suggest that the GC is working harder than expected, 
potentially due to inefficient memory usage

Setting GODEBUG=gctrace=1 is particularly useful in scenarios where you suspect memory leaks, 
or when you’re trying to optimize memory usage and GC overhead. For instance, if you observe 
longer STW times, it might indicate that your application is spending too much time on garbage 
collection, leading to performance bottlenecks. Similarly, if the heap size grows continuously, it might 
be a sign of a memory leak. This level of insight is crucial for making informed decisions about code 
optimizations and memory management. However, like any powerful tool, it should be used with 
understanding and care. By leveraging gctrace, developers can significantly enhance the efficiency 
and performance of their Go applications.
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Memory ballast
Memory ballast in Go, at its core, is like putting a heavy suitcase in the trunk of a car to prevent it from 
being too light and skidding on ice. In Go’s context, a memory ballast is a large allocation of memory 
that is never used but serves to influence the behavior of the garbage collector.

Traditionally, Go’s GC would trigger based on the heap size doubling from the size at the end of the 
last collection (GOGC=100). In applications with large heap sizes, this could lead to long periods 
between GC cycles, followed by large, disruptive collections.

Developers used memory ballast as a buffer, artificially increasing the heap size to prompt more 
frequent, but smaller and less disruptive, GC cycles. It was a manual tuning method to optimize 
performance, particularly in high-throughput, low-latency systems. This technique was developed 
by the streaming company Twitch in 2019 in their post How I learnt to stop worrying and love the 
heap (https://blog.twitch.tv/en/2019/04/10/go-memory-ballast-how-i-
learnt-to-stop-worrying-and-love-the-heap/).

Twitch has a service called Visage that acts as the API frontend and is the central gateway for all 
externally originating API traffic. It’s built with Go and runs on AWS EC2. They faced challenges 
with handling large traffic spikes, notably during “refresh storms” when a popular broadcaster’s 
stream drops and restarts, causing viewers to refresh their pages repeatedly. The Visage application 
was triggering a high number of garbage collection cycles per second, which was consuming a 
significant portion of CPU cycles and increasing API latency during peak loads. The heap size of the 
application was relatively small, and during traffic spikes, the number of GC cycles would increase, 
further degrading performance.

When they introduced a memory ballast, it increased the base size of the heap, delaying GC triggers 
and reducing the number of GC cycles over time. This was achieved by allocating a very large byte 
array, which doesn’t get swept as garbage since it’s still referenced by the application. This array was 
created as the following snippet:

ballast := make([]byte, 10<<30)

Very simple yet powerful, right? The results for them were as follows:

•	 The introduction of the memory ballast led to a ~99% reduction in GC cycles

	� CPU utilization of the API frontend servers reduced by ~30%, and the overall 99th-percentile 
API latency during peak load reduced by ~45%

•	 The ballast effectively allowed the heap to grow larger before triggering GC, which improved 
per-host throughput and provided more reliable per-request handling under load

•	 The ballast allocation resides mostly in virtual memory, making it a cost-effective solution

https://blog.twitch.tv/en/2019/04/10/go-memory-ballast-how-i-learnt-to-stop-worrying-and-love-the-heap/
https://blog.twitch.tv/en/2019/04/10/go-memory-ballast-how-i-learnt-to-stop-worrying-and-love-the-heap/
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The memory ballast technique, while powerful in certain contexts like Twitch’s, is not universally 
applicable and should be avoided or used with caution in several scenarios:

•	 Memory-sensitive applications: In environments where memory is a scarce resource, allocating 
a large chunk of memory as a ballast might not be feasible. This is especially true for applications 
running on hardware with limited memory or in dense containerized environments where 
memory overhead is a critical factor.

•	 Applications with dynamic memory usage: If an application’s memory usage is highly dynamic 
and unpredictable, setting a fixed-size memory ballast could lead to inefficient memory utilization.

•	 Low-latency systems: While the memory ballast can reduce the frequency of garbage collection 
and thus improve throughput, it might not always benefit low-latency systems where the 
predictability of GC pauses is more critical. The ballast technique primarily optimizes throughput 
at the potential cost of increased latency due to larger heap sizes before GC triggers.

•	 Small heap footprint applications: Applications that naturally maintain a small heap footprint 
might not benefit from a memory ballast. In such cases, the overhead of managing a large, 
unused memory allocation might outweigh the benefits of reduced GC frequency.

•	 When GC tuning is sufficient: Sometimes, tuning the garbage collector’s parameters (e.g., the 
GOGC environment variable) can achieve the desired performance improvements without the 
need for a memory ballast. This approach should be considered first, as it’s a less invasive way 
to optimize GC behavior.

•	 When it masks underlying performance issues: Using a memory ballast to improve performance 
might mask underlying inefficiencies in the application code or architecture. It’s important to 
address these fundamental issues directly rather than relying on a memory ballast as a workaround.

The memory ballast is an excellent choice for managing these critical scenarios, but it’s only relevant 
up to Go version 1.19. Starting from version 1.20 and onward, there’s a standardized method to set 
the application’s “soft” memory limits using the GOMEMLIMIT environment variable.

GOMEMLIMIT
With GOMEMLIMIT, you set a soft cap on the memory usage of the Go runtime, encompassing the 
heap and other runtime-managed memory. This cap is like telling your application, “Here’s your 
memory budget; spend it wisely.”

Since Go 1.20, the strategic focus has shifted from manual tweaks such as memory ballast to leveraging 
built-in runtime features for memory management. GOMEMLIMIT offers a more straightforward and 
manageable approach to limiting memory usage.

The GOMEMLIMIT variable is used to set a soft memory limit for the runtime. This limit encompasses 
the Go heap and all other memory managed by the runtime, but it doesn’t include external memory 
sources such as mappings of the binary, memory managed in other languages, or memory held by the 
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operating system on behalf of the Go program. GOMEMLIMIT is a numeric value measured in bytes, 
with the option to add a unit suffix for clarity. The supported suffixes include B, KiB, MiB, GiB, and 
TiB, following the IEC 80000-13 standard. These suffixes denote quantities of bytes based on powers of 
2; for instance, KiB means 2^10 bytes, MiB means 2^20 bytes, and so on. By default, GOMEMLIMIT 
is set to math.MaxInt64, effectively disabling the memory limit. However, you can change this 
limit during runtime using runtime/debug.SetMemoryLimit.The key aspect to understand 
about GOMEMLIMIT is its “soft cap” nature. Unlike a hard limit, which would act as a strict ceiling on 
memory usage, a soft cap is more flexible. GOMEMLIMIT influences the garbage collector’s behavior, 
prompting it to run more aggressively as memory usage approaches the set limit. However, this doesn’t 
equate to an absolute prevention of going over the limit. It’s like a speed warning sign on a road; it 
suggests a safe speed but can’t physically slow down your car.

Why not both?
Using memory ballast alongside GOMEMLIMIT can be redundant, like wearing two watches 
to tell the same time. Ballast is used to artificially inflate the heap size to alter GC behavior, but 
with GOMEMLIMIT, you’re already defining the heap’s upper limit.

Memory arenas
The Go 1.20 release introduced an experimental arena package that offers memory arenas. These 
arenas can enhance performance by decreasing the number of allocations and deallocations that need 
to be done during runtime.

Memory arenas are a useful tool for allocating objects from a contiguous region of memory and 
freeing them all at once with minimal memory management or garbage collection overhead. They 
are especially helpful in functions that require the allocation of many objects, processing them for a 
significant amount of time, and then freeing all the objects at the end. It’s important to note that memory 
arenas are an experimental feature, available in Go 1.20 only when the GOEXPERIMENT=arenas 
environment variable is set.

Warning
The Go team does not provide support or guarantee compatibility for the API and implementation 
of memory arenas, and it may not exist in future releases.
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Using memory arenas

Once we’ve set the GOEXPERIMENT=arenas environment variable, we can import the arena package:

import "arena"

To create a new arena, we can use the NewArena() function, which returns the new arena reference:

mem := arena.NewArena()

Once we have an arena to use, we can ask for new references for our types. In the next snippet, we are 
creating a new reference in our arena for a Person struct type:

mem := arena.NewArena()
p := arena.New[Person](mem)

This is an important distinction from the normal flow of allocation. We aren’t creating new references 
and putting them in the arena. We ask the arena for new references.

There are some new APIs introduced in the arena package, such as MakeSlice, that ask for a 
predetermined capacity slice for an arena. If we want to ask for a new arena-bounded slice, we can 
use code as follows:

mem := arena.NewArena()
slice := arena.MakeSlice[string](mem, 100, 100)

We can repeat this process and manipulate the objects normally, but when we’re done with our arena, 
we can call Free():

mem := arena.NewArena()
p := arena.New[Person](mem)
... other set of arena related operations

mem.Free()

Remember, freeing the arena will deallocate all objects at once instead of scattered deallocations made 
during the sweep phase in the normal flow of Go’s GC.

Sometimes we want to send some objects created in the arena to heap (garbage collected) before 
freeing all objects in the arena. This can be achieved by using the Clone function:

mem := arena.NewArena()
p1 := arena.New[Person](mem) // arena-allocated
p2 := arena.Clone(p1) // heap-allocated

In this snippet, p1 is arena-allocated while p2 is heap-allocated.
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New solutions, old problems

Since we need to actively free our arena. This new step in our development can be error-prone. The 
most common problem is using arena objects after the arena is freed. To make things easier, the Go 
toolchain has a flag during the program execution to activate the address sanitizer (asan).

Consider this program:

type T struct {
    Num int
}
func main() {
    mem := arena.NewArena()
    o := arena.New[T](mem)
    mem.Free()
    o.Num = 123 // <- this is a problem
}

So, we can execute the program using the address sanitizer:

go run -asan main.go

The output will show the problem as intended:

accessed data from freed user arena 0x40c0007ff7f8

Opportunities

There are several areas of Go development that could be positively affected by memory arenas. The 
most prevalent example is gRPC. Every time the program handles an RPC request, many objects are 
allocated during the process of encoding and decoding the messages. As we saw before, it tends to 
put more pressure on the GC. This strategy is somewhat the proof of how it affects the performance 
since the C++ implementation of gRPC already uses the concept of memory arenas (https://
protobuf.dev/reference/cpp/arenas/). Another example of arenas (as a concept) being 
used for performance gains is in the JSON serialization process. The fastjson project (https://
github.com/valyala/fastjson) uses memory arenas to deal with marshaling and is allegedly 
15x faster than the Go standard library.

https://protobuf.dev/reference/cpp/arenas/
https://protobuf.dev/reference/cpp/arenas/
https://github.com/valyala/fastjson
https://github.com/valyala/fastjson
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Guidelines

There are some questions that you can ask yourself before introducing arenas in your project.

            Do I have the data about the issue I suspect?

If you don’t have the data, you’re guessing:

            Do I have several allocations or just a few?

If you don’t have many allocations, your program will use more memory by introducing arenas. You 
can use the rule of thumb that an arena is 8 MB in size.

            Does it have the same small structure?

Maybe you’re looking for the wrong tool. Consider using sync.Pool.

            Is it the hot path of my program?

It is probably a premature optimization. Experiment with several combinations of GC and GOMEMLIMIT 
before considering memory arenas.

It’s time to wrap up our knowledge of memory management.

Summary
We’ve explored GC, the difference between stack and heap allocation, and ways to optimize memory 
usage for better performance. Also, we’ve uncovered the evolution of Go’s garbage collector and its 
methods, including advanced topics such as its algorithm (tri-color/concurrent/mark and sweep).

We’ve also discussed practical approaches including using environmental variables such as GOGC to 
fine-tune garbage collection and employing techniques such as memory ballast and GOMEMLIMIT 
to help the GC manage the program memory.

During this chapter, you probably ask yourself: How much performance are we gaining, tinkering, 
and tweaking the GC and runtime parameters, and combining these techniques?

The answer is simple: Performance is not a guessing game. We should measure it.

In the next chapter (on analyzing performance), we’ll explore how to profile our application in terms 
of memory, CPU, allocations, and much more.
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Analyzing Performance

In this chapter, we will embark on a deep dive into the intricacies of performance analysis within the Go 
programming language, focusing on critical concepts such as escape analysis, stack and pointers, and 
the nuanced interplay between stack and heap memory allocations. By exploring these fundamental 
aspects, this chapter aims to equip you with the knowledge and skills necessary to optimize Go 
applications for maximum efficiency and performance.

Understanding these concepts is crucial for improving the performance of Go applications and gaining 
insight into system programming principles. This knowledge is invaluable in the real world, where 
efficient memory management and performance optimization can significantly impact the scalability, 
reliability, and overall success of software projects.

The chapter will cover the following key topics:

•	 Escape analysis

•	 Benchmarking

•	 CPU profiling

•	 Memory profiling

By the end of this chapter, you will have a solid foundation in analyzing and optimizing the 
performance of Go applications, preparing them for more advanced topics in system programming 
and application development.

Escape analysis
Escape analysis is a compiler optimization technique that’s used to determine whether a variable can 
be safely allocated on the stack or if it must “escape” to the heap. The primary goal of escape analysis 
is to improve memory usage and performance by allocating variables on the stack whenever possible 
since stack allocations are faster and more CPU cache-friendly than heap allocations.
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Stack and pointers

Ah, stacks and pointers in Go – the bread and butter of any self-respecting system programmer and 
yet, somehow, the source of an unending stream of confusion for many. Let’s be clear: if you think 
managing stacks and pointers is as easy as pie, you’re probably not baking it right.

Imagine a software development world where pointers are like those high-maintenance friends who 
need constant updates on where you are and what you’re doing. Except, in this world, failing to keep 
them in the loop doesn’t just hurt feelings; it crashes programs. This is the delightful quagmire of stacks 
and pointers in Go: a never-ending party where everyone needs to know exactly where to stand, or 
the whole thing comes tumbling down.

Now, let’s get down to brass tacks. The stack, in the context of Go, is a beautifully simple yet profoundly 
complex beast. It’s where all your local variables hang out, living their short, ephemeral lives before 
gracefully bowing out when their function calls end. It’s efficient, it’s tidy, and it’s mercilessly unforgiving 
if you don’t play by its rules.

Pointers, on the other hand, are the stack’s extroverted cousins. They don’t live on the stack; they 
thrive on pointing to values, wherever those values might reside. Whether it’s on the stack, the heap, 
or the twilight zone of memory management, pointers are your ticket to manipulating data directly, 
bypassing the pleasantries of value copying and embracing the raw power of memory access.

Understanding the interplay between the stack and pointers is crucial for any Go programmer. It’s 
about knowing when to let your variables live a carefree life on the stack and when to introduce a 
pointer into the mix, to point at something potentially far more enduring. It’s a dance of memory 
management, performance optimization, and avoiding the dreaded segmentation fault.

Consider this simple Go code snippet:

package main

import "fmt"

func main() {
    a := 42
    b := &a
    fmt.Println(a, *b) // Prints: 42 42
    *b = 21
    fmt.Println(a, *b) // Prints: 21 21
}

Here, a lives on the stack, a happy local variable. b is a pointer to a, allowing us to manipulate the 
value of a directly through b. It’s a small window into the power of pointers and the stack, showing 
how they interact in a controlled environment.
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Reflecting on my early days of wrestling with Go, I recall a project that was plagued with memory 
management issues. It felt like being lost in a forest, with pointers as my only compass. The breakthrough 
came when I realized that pointers and the stack were not just tools but the very fabric of Go’s memory 
management. It was like understanding that to navigate the forest, I didn’t just need to know where the 
trees were; I needed to understand how the forest grew. This moment of clarity came when I likened 
pointers to bookmarks in a novel, marking where the important parts of the story were, allowing me 
to jump back and forth without losing my place.

Think of the stack as a stack of dishes. When you’re cleaning up after dinner, you start piling dishes 
one on top of the other. The last dish you put on the stack is the first one you wash. The stack in Go 
works similarly with your function calls and local variables. When a function is called, Go throws 
everything it needs (such as variables) onto the stack. Once the function is done, Go clears those off, 
making room for the next function’s stuff. It’s a tidy way to handle memory that’s super-fast because 
it’s all automatic. You don’t need to tell Go to clean up; it just does.

Now, onto pointers. If the stack is about organization, pointers are about connections. A pointer in Go 
is like having the address of a friend’s house. You don’t have a house, but you know where to find it. 
In Go, pointers hold the memory address of a variable. This means you can directly change the value 
of a variable somewhere else in your program without needing to pass around the variable itself. It’s 
like texting your friend to turn on their porch light instead of walking over to do it yourself. Pointers 
are powerful because they let you manipulate data efficiently. However, with great power comes great 
responsibility. Misusing pointers can lead to bugs that are hard to track down.

In system programming, you’re often working closer to the hardware, where efficiency and control 
over memory are critical. Understanding how the stack works helps you write efficient functions that 
don’t waste memory. Pointers give you the control you need to interact with memory locations directly, 
which is essential for tasks such as handling resources or working with low-level system structures.

These concepts are fundamental in Go because they are designed to be simple yet powerful. It manages 
memory automatically in many cases, but knowing how and why it does this gives you the edge in writing 
high-performance applications. Whether you’re managing resources, optimizing performance, or just 
trying to debug your program, a solid grasp of stacks and pointers will make your life much easier.

So, as we dive deeper into the mechanics of Go, remember: understanding stacks and pointers is not 
just about memorizing definitions. It’s about getting to know the very fabric of system programming 
in Go, enabling you to write cleaner, faster, and more efficient code.

Pointers

Pointers are your Swiss Army knife. They’re not just a feature; they’re a fundamental concept that can 
make or break your code’s efficiency and simplicity. Let’s demystify pointers and learn how to wield 
them with precision.
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Simply put, a pointer is a variable that holds the address of another variable. Instead of carrying around 
the value itself, it points to where the value lives in memory. Imagine that you’re at a huge music festival. 
A pointer is not the stage where the band is playing; it’s the map that shows you where the stage is. In 
Go, this concept allows you to directly interact with the memory location of data.

To declare a pointer in Go, you use an asterisk (*) before the type. This tells Go, “This variable is going 
to hold a memory address, not a direct value.” Here’s how it looks:

var p *int

This line declares a pointer, p, that will point to an integer. But right now, p doesn’t point to anything. 
It’s like having a map with no marked locations. To point it at an actual integer, you must use the 
address-of operator (&):

var x int = 10
p = &x

Now, p holds the address of x. You’ve marked your stage on the festival map.

Dereferencing is how you access the value at the memory address the pointer is holding. You can do 
this with the same asterisk (*) you used to declare a pointer, but in a different context:

fmt.Println(*p)

This line doesn’t print the memory address stored in p; it prints the value of x that p points to, thanks to 
dereferencing. You’ve gone from looking at the map to standing in front of the stage, enjoying the music.

With pointers, you can manipulate data without copying it around, saving time and memory – a 
critical advantage when resources are tight, or speed is paramount. They also allow you to interact with 
hardware, perform low-level system calls, or handle data structures in the most efficient way possible.

Here are some best practices concerning pointers:

•	 Keep it simple: Only use pointers when necessary. Go’s garbage collector works wonders with 
memory management, but pointers, when used wisely, can enhance performance.

•	 Null pointer checks: Always check whether a pointer is nil before dereferencing to avoid 
runtime panics.

•	 Pointer passing: When passing large structs to functions, use pointers to avoid copying the 
entire structure. It’s faster and more memory-efficient.

Pointers are a gateway to mastering Go, especially for system programming, where direct memory 
access and manipulation are often required. By understanding and applying pointers effectively, 
you unlock a deeper level of control over your programs, paving the way for writing more efficient, 
powerful, and sophisticated system-level applications.
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Stack

The stack plays a crucial role and acts as the backbone of memory management. It’s where the magic 
happens for managing function calls and local variables. Let’s dive into the stack and why it’s a big 
deal in system programming.

Imagine the stack as a stack of trays in a cafeteria. Each tray represents a function call with its own set 
of dishes (local variables). When a new function is called, a tray is added to the top. When the function 
returns, the tray is removed, leaving no mess behind. This last-in, first-out mechanism ensures that 
the most recent function call is always on top, ready to be cleaned up as soon as it’s done.

Go leverages the stack to manage the life cycle of function calls and their local variables. When a function 
is called, Go automatically allocates space on the stack for its local variables. This space is efficiently 
managed by Go, freeing up the memory once the function call is complete. This automatic handling 
is a boon for system programmers as it simplifies memory management and enhances performance.

Each function call creates what’s known as a “stack frame” on the stack. This frame contains all the 
necessary information for the function, including its local variables, arguments, and the return address. 
The stack frame is critical for the function’s execution, providing a self-contained block of memory 
that’s efficiently managed by the Go runtime.

While the stack is efficient, it’s not limitless. Each Go program has a fixed stack size, which means 
you need to be mindful of how much memory your function calls and local variables are using. Deep 
recursion or large local variables can lead to a stack overflow, crashing your program. However, Go’s 
runtime tries to mitigate this by using a dynamically resizing stack, which grows and shrinks as 
needed, within limits.

Heap

Think back to our cafeteria analogy. The stack, with its trays, is great for quick meals where items are 
neatly contained on a single tray. But what about a buffet-style situation or an elaborate dinner party? 
You’d need a much larger, more flexible space to lay everything out. This is where the heap comes in.

The heap is a less structured area of memory. It’s like a giant storage room where Go can store data of 
varying sizes as needed. When you need to hold a big array that expands and contracts over time or 
create complex objects with lots of interconnected pieces, the heap is your go-to place.

The cost of this flexibility is a slight loss in speed. The system needs to keep track of what’s on the 
heap, where free space is available, and when memory is no longer in use. This bookkeeping makes 
things a tad slower than the stack’s streamlined operation.
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The stack and the heap – partners in memory

In Go, the stack and the heap work together seamlessly. Imagine the following scenario:

•	 You write a function that creates a large data structure, let’s say a linked list. The function itself 
gets a tidy spot on the stack (its stack frame).

•	 The linked list itself, with its nodes and data, gets space on the heap, where it can grow and 
shrink as needed.

•	 Inside your function’s stack frame, there’s a pointer referencing the start of your linked list 
on the heap. This way, the function can find and manipulate the data structure living in the 
flexible heap space.

The heap, while powerful, requires careful attention from system programmers. If you constantly allocate 
and deallocate varying-sized chunks of memory from the heap, it can become fragmented over time, 
making it harder to find large, contiguous spaces. It’s commonly referenced as memory fragmentation.

Here are some best practices concerning allocation:

•	 Minimize large local variables: Consider using the heap for large data structures to avoid 
consuming too much stack space

•	 Be cautious with recursion: Ensure recursive functions have a clear termination condition to 
prevent stack overflow

•	 Understand stack versus heap allocation: Use the stack for short-lived variables and the heap 
for variables that need to outlive the function call

We can make sure where our variables live using escape analysis.

How can we analyze?

Escape analysis in Go is the dark art that even seasoned developers pretend to understand while 
secretly googling it during code reviews. It’s like claiming you enjoy free jazz; it sounds sophisticated 
until someone asks you to explain it.

Imagine you’re at a party, and someone decides to explain quantum mechanics, but every explanation 
somehow loops back to their sourdough starter. That’s the equivalent of trying to wrap your head around 
escape analysis without getting your hands dirty in the code. It’s complex and slightly pretentious, and 
everyone nods along without really getting it.

Escape analysis, at its core, is the compiler’s way of deciding where variables live in your Go programs. 
It’s like a strict landlord deciding whether your variable is trustworthy enough to rent space on the 
stack or if it’s too sketchy and needs to be kicked out of the heap. The goal here is efficiency and speed. 
Variables on the stack are like friends crashing on your couch for the night; they’re easy to manage 
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and leave quickly. Variables on the heap are more like signing a lease; more commitment is required, 
and the process is slower.

The compiler performs this analysis during the compilation phase, scrutinizing your code to predict 
how variables are used and whether they escape the function they’re created in. If a variable is passed 
back to the caller, it’s considered to have “escaped.” This decision impacts performance significantly. 
Stack allocation is faster and more CPU cache-friendly than heap allocation, which is slower and 
requires garbage collection.

To understand this, let’s dive into a simple code example:

func main() {
    a := 42
    b := &a
    fmt.Println(*b)
}

In this snippet, a is an integer that, in a simpler world, would happily live on the stack. However, because 
we take its address and assign it to b, the compiler fears a might escape the confines of main(). 
Thus, it might decide to allocate a on the heap to be safe, even though, in this case, it doesn’t escape.

Recalling the hurdles of my early days of learning Go, I recall a project where optimizing a critical path 
led me down the rabbit hole of escape analysis. After hours of profiling and tweaking, the breakthrough 
came when I realized a variable, innocuously passed by reference to several functions, was the culprit 
of my heap allocation woes. By adjusting the code to keep this variable on the stack, the performance 
gains were akin to switching from a tricycle to a sports car on an open highway.

In Go, a goroutine’s stack memory is strictly its own; no goroutine can have a pointer to another 
goroutine’s stack. This isolation ensures that the runtime does not need to manage complex pointer 
references across goroutines, simplifying memory management and avoiding potential latency issues 
from stack resizing.

When a value is passed outside its function’s stack frame, it may need to be allocated on the heap to 
ensure its persistence beyond the function call. This determination is made by the compiler through 
escape analysis. The compiler analyzes function calls and variable references to decide whether a 
variable’s lifetime extends beyond its current stack frame, necessitating heap allocation.

Consider the following example, which illustrates escape analysis in action:

package main

import "fmt"

type person struct {
  name string
  age  int
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}

func main() {
  p := createPerson()
  fmt.Println(p)
}

//go:noinline
func createPerson() *person {
  p := person{name: "Alex Rios", age: 99}
  return &p
}

In this example, the createPerson function creates a person struct and returns a pointer to it. 
Due to the return &p statement, the person struct “escapes” to the heap because its reference is 
passed back to the caller, extending its lifetime beyond the createPerson function’s stack frame.

To see how the Go compiler performs escape analysis, you can compile your Go program with the 
-gcflags "-m -m" option.

In the ch9/escape-analysis directory, execute the following command:

Go build -gcflags "-m -m" .

You should see an output similar to the following:

./main.go:16:6: cannot inline createPerson: marked go:noinline

./main.go:10:6: cannot inline main: function too complex: cost 141 
exceeds budget 80
./main.go:12:13: inlining call to fmt.Println
./main.go:17:2: p escapes to heap:
./main.go:17:2:   flow: ~r0 = &p:
./main.go:17:2:     from &p (address-of) at ./main.go:18:9
./main.go:17:2:     from return &p (return) at ./main.go:18:2
./main.go:17:2: moved to heap: p
./main.go:12:13: ... argument does not escape

This command prints detailed information about the compiler’s decisions on variable allocations. 
Understanding these reports can help you write more efficient Go code by minimizing unnecessary 
heap allocations.
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Let’s dive a little deeper into this sequence brought by escape analysis:

1.	 Inlining and go:noinline:

./main.go:16:6: cannot inline createPerson: marked go:noinline

•	 Inlining: Inlining is a compiler optimization where the compiler replaces a function call with 
the actual code of the function, potentially improving performance.

•	 go:noinline: This directive tells the compiler to explicitly not inline the createPerson 
function. This is sometimes necessary for complex functions or if inlining introduces unwanted 
side effects.

2.	 Complexity cost and budget:

./main.go:10:6: cannot inline main: function too complex: cost 
141 exceeds budget 80

•	 Complexity cost: The Go compiler assigns a complexity “cost” to functions. This cost helps 
determine whether inlining a function is likely to be beneficial.

•	 Budget: The compiler has a default inlining budget (80, in this case). Exceeding this budget 
means the compiler decides the function is too complex to benefit from inlining.

3.	 Informational:

./main.go:12:13: inlining call to fmt.Println

This is informational. The compiler is successfully inlining a call to the fmt.Println function. 
It’s good practice to keep fmt.Println usage simple, ensuring it doesn’t impede inlining.

4.	 Escape:

./main.go:17:2: p escapes to heap

•	 Escape analysis: Go analyzes whether variables “escape” their current function’s scope. If a 
variable escapes, it must be allocated on the heap (for a longer lifetime) instead of the stack.

We have a variable, p, whose address is being returned on line 18. Since this address can be used 
outside the current function, p must live on the heap.

Escape analysis is a powerful feature of the Go compiler that helps manage memory efficiently by 
determining the most appropriate location for variable allocation. By understanding how and why 
variables escape to the heap, you can write more efficient Go programs that make better use of 
system resources.
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As you continue to develop in Go, keep escape analysis in mind, especially when working with 
pointers and function returns. Remember, the goal is to allow the compiler to optimize memory usage, 
improving the performance of your Go applications.

Although we can check where our allocations go, how do we determine if the performance has 
improved? A good start is to benchmark our code.

Benchmarking your code
Benchmarking in Go is the sacred ritual where developers often embark on a quest for performance 
enlightenment, only to find themselves lost in a maze of micro-optimizations. It’s like preparing for 
a marathon by obsessively timing how fast you can tie your shoelaces, completely missing the point 
of the broader training regimen.

Imagine, if you will, a seasoned software developer likened to a master chef, meticulously selecting 
each ingredient for the perfect dish. In this culinary quest, the chef knows that the choice between 
Himalayan pink salt and sea salt isn’t just about taste – it’s about the subtle nuances that can elevate a 
dish from good to sublime. Similarly, in software development, the choice between different algorithms 
or data structures isn’t just about speed or memory usage on paper; it’s about understanding the 
intricate dance of cache misses, branch prediction, and execution pipelines. It’s an art form where 
brushstrokes matter as much as the canvas.

Now, let’s get into the meat of the matter – benchmarks in Go. At its core, benchmarking is a systematic 
method of measuring and comparing the performance of software. It’s not just about running a 
piece of code and seeing how fast it goes; it’s about creating a controlled environment where you can 
understand the impact of changes in code, algorithms, or system architecture. The goal is to provide 
actionable insights that guide optimization efforts, ensuring that they’re not just shots in the dark.

Go, with its rich standard library and tooling, offers a robust framework for benchmarking. The 
testing package is a jewel in the crown, allowing developers to write benchmark tests that are 
as straightforward as their unit tests. These benchmarks can then be executed with the go test 
command, providing detailed performance metrics that can be used to identify bottlenecks or validate 
efficiency improvements.

Let’s assume that Fib is a function that calculates the nth Fibonacci number. To create a benchmark, 
you must write a function in a _test.go file that starts with Benchmark and takes a *testing.B 
parameter. The go test command is used to run these benchmark functions:

package benchmark

import (
    "testing"
)

func BenchmarkFib10(b *testing.B) {
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    // run the Fib function b.N times
    for n := 0; n < b.N; n++ {
        Fib(10)
    }
}

This snippet illustrates the essence of Go’s benchmarking approach: concise, readable, and focused 
on measuring the performance of a specific piece of code under repeatable conditions. The b.N loop 
allows the benchmarking framework to adjust the number of iterations dynamically, ensuring that 
the measurements are both accurate and reliable.

Writing your first benchmark

For your first benchmark, you’ll create a function called Sum that adds two integers. The benchmark 
function, BenchmarkSum, measures how long it takes to execute Sum(1, 2).

Here’s how you can achieve this:

package benchmark

import (
 "testing"
)

func BenchmarkSum(b *testing.B) {
 for i := 0; i < b.N; i++ {
 Sum(1, 2)
 }
}

The *testing.B parameter provides control and reporting facilities for the benchmark. The most 
important field in *testing.B is N, which represents the number of iterations the benchmark 
function should execute the code under test. The Go testing framework automatically determines 
the best value of N to get a reliable measurement.

To run benchmarks, use the go test command with the -bench flag, specifying a regular 
expression as an argument to match the benchmark functions you want to run. For example, to run 
all benchmarks, you can use the following command:

go test -bench=.

The output of a benchmark run provides several pieces of information:

BenchmarkSum-8    1000000000    0.277 ns/op
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Here, we have the following:

•	 BenchmarkSum-8: The name of the benchmark function, with -8 indicating the value of 
GOMAXPROCS, which shows the benchmark was run with parallelism set to 8

•	 1000000000: The number of iterations determined by the testing framework

•	 0.277 ns/op: The average time taken per operation (in this case, nanoseconds per operation)

Go allows you to define sub-benchmarks within a benchmark function, enabling you to test different 
scenarios or inputs systematically. Here’s how you can use sub-benchmarks:

func BenchmarkSumSub(b *testing.B) {
    cases := []struct {
        name string
        a, b int
    }{
        {"small", 1, 2},
        {"large", 1000, 2000},
    }

    for _, c := range cases {
        b.Run(c.name, func(b *testing.B) {
            for i := 0; i < b.N; i++ {
                Sum(c.a, c.b)
            }
        })
    }
}

In this example, we have the following:

•	 Struct definition: A slice of structs is defined, where each struct represents a test case with a 
name and two integers, a and b. These structs are used to provide different inputs to the Sum 
function, allowing us to benchmark its performance across different scenarios.

•	 Loop over cases: The code iterates over each test case using a for loop. For each case, it calls 
b.Run() to execute a sub-benchmark.

•	 Sub-benchmarks with b.Run(): The b.Run() function takes two parameters: the name of the 
sub-benchmark (derived from the test case) and a function that contains the actual benchmark 
code. This allows the Go testing framework to treat each set of inputs as a separate benchmark, 
providing individual performance metrics for each.

•	 Benchmarking loop: Inside each sub-benchmark function, a loop runs b.N times, calling 
the Sum function with the test case’s inputs. This measures the performance of Sum under the 
specific conditions defined by the inputs.
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When we run the tests with the benchmark flag again, the result should be something like this:

BenchmarkSumSub/small-8           1000000000           0.3070 ns/op
BenchmarkSumSub/large-8           1000000000           0.2970 ns/op

That’s great! Now, we can explore how much memory our program parts are using so that we can get 
a better understanding of their behavior.

Memory allocations

To measure memory allocations, you can use the -benchmem flag when running benchmarks.

This flag adds two more columns to the output: allocs/op, which specifies the number of memory 
allocations per operation, and B/op, which specifies the number of bytes allocated per operation.

Here’s some example output when using -benchmem:

BenchmarkSum-8    1000000000    0.277 ns/op    16 B/op    2 allocs/op

Here, we have the following:

•	 16 B/op: This indicates that each operation (in this case, each call to Sum) allocates 16 bytes 
of memory. This metric helps identify how changes to your code affect its memory footprint.

•	 2 allocs/op: This shows the number of memory allocations that occur per operation. In 
this example, each call to Sum results in two memory allocations. Reducing the number of 
allocations can often improve performance, especially in tight loops or performance-critical 
sections of code.

We are doing very well at this point, but how can we identify if our code changes were effective? In 
this case, we should rely on comparing the benchmark results.

Comparing benchmarks

To compare benchmarks, we’ll use a Go tool called benchstat, which provides a statistical analysis 
of benchmark results. It is particularly useful for comparing benchmark outputs from different test 
runs, making it easier to understand the performance changes between different versions of your code.

First, you need to install benchstat. Assuming you have Go installed on your system, you can 
install benchstat using the go install command. Since Go 1.16, it’s recommended to use this 
command with a version suffix:

go install golang.org/x/perf/cmd/benchstat@latest

This command downloads and installs the benchstat binary in your Go binary directory (usually 
$GOPATH/bin or $HOME/go/bin). Ensure this directory is in your system’s PATH so that you 
can run benchstat from any terminal.
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First, we need to run benchmarks and save their outputs to files. You can run your benchmarks using 
the go test -bench command, redirecting the output to a file:

1.	 Run the first benchmark:

go test -bench=. > old.txt

2.	 Make changes to your code and run the following command:

go test -bench=. > new.txt

3.	 With the benchmark results saved in old.txt and new.txt, you can use benchstat to 
compare these results and analyze the performance differences:

benchstat old.txt new.txt

4.	 Interprete the output of benchstat.

Our new tool provides a tabulated output with several columns. Here’s an example of what the output 
might look like:

name            old time/op    new time/op    delta
BenchmarkSum-8    200ns ± 1%     150ns ± 2%  -25.00%  (p=0.008 n=5+5)

Let’s take a closer look:

	� name: The name of the benchmark.

	� old time/op: The average time per operation for the first set of benchmarks (from old.
txt).

	� new time/op: The average time per operation for the second set of benchmarks (from new.
txt).

	� delta: The percentage change in time per operation from the old to the new benchmarks. 
A negative delta indicates an improvement (faster code), while a positive delta indicates a 
regression (slower code).

	� p: The p-value from a statistical test (usually a t-test) compares the old and new benchmarks. 
A low p-value (typically <0.05) suggests that the observed performance difference is 
statistically significant.

	� n: The number of samples used to compute the average time per operation for both the old 
and new benchmarks.

Statistical terms
The ± symbol, when followed by a percentage, indicates the margin of error around the average 
time per operation. It gives you an idea of the variability of your benchmark results.
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The benchstat binary is a powerful tool for analyzing the performance of your Go code, offering 
a clear, statistical comparison of benchmark results. Remember, while benchstat can highlight 
significant changes, it’s also important to consider the context of your benchmarks and the real-world 
implications of any performance differences.

Extra arguments

When running benchmarks in Go, you have the flexibility to control not only how long and how many 
times the benchmarks are run but also which specific benchmarks to execute. This is particularly useful 
when you’re working on optimizing or debugging a specific part of your code and you only want to run 
benchmarks related to that code. The -benchtime=, -count, and -bench= flags can be combined 
effectively to run benchmarks selectively and with precise control over their execution parameters.

Using the -bench= flag to filter benchmarks

The -bench= flag allows you to specify a regular expression (regex) that matches the names of 
the benchmarks you want to run. Only benchmarks whose names match the regex will be executed. 
This is incredibly useful for selectively running benchmarks without having to run your entire suite.

For example, let’s say you have several benchmarks in your package: BenchmarkSum , 
BenchmarkMultiply, and BenchmarkDivide.

If you only want to run BenchmarkMultiply, you can use the -bench= flag like so:

go test -bench=BenchmarkMultiply

This command tells the Go test runner to only execute benchmarks whose names match 
BenchmarkMultiply. The matching is case-sensitive and based on Go’s regular expression syntax, 
giving you a lot of flexibility in specifying which benchmarks to run.

Combining all of them

You can combine -bench= with -benchtime= and -count to finely control the execution of 
specific benchmarks. For instance, if you want to run BenchmarkMultiply for a longer duration 
and repeat the benchmark multiple times to get a more reliable measurement, you could use the 
following command:

go test -bench=BenchmarkMultiply -benchtime=3s -count=5

This command will run the BenchmarkMultiply benchmark for at least 3 seconds each time and 
repeat the whole benchmark five times. This approach is beneficial when you’re trying to measure the 
impact of performance optimizations or ensure that changes haven’t introduced performance regressions.
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Tips for filtering benchmarks

There are three main tips for filtering benchmarks. The first is often called broad matching. You 
can use broader regex patterns to match multiple benchmarks. For example, -bench=. will run 
all benchmarks in the package, while -bench=Benchmark will run any benchmark that starts 
with Benchmark.

The second is filtering by sub-benchmarks. If you’re using sub-benchmarks, you can also target these 
with the -bench= flag. For example, if you have sub-benchmarks named BenchmarkMultiply/
small and BenchmarkMultiply/large, you can run just the “large” sub-benchmarks 
with -bench=BenchmarkMultiply/large.

The last one is making sure you avoid accidental matches. Be mindful of regex patterns that might 
match more benchmarks than you intend. For instance, -bench=Multiply would match 
BenchmarkMultiply but could also match BenchmarkComplexMultiply if such a benchmark 
exists. Use more specific patterns to narrow down the benchmarks you want to run.

The ability to filter benchmarks with -bench=, control the benchmark time with -benchtime=, 
and specify the number of runs with -count provides a powerful set of tools for Go developers 
looking to optimize their code. By running only the benchmarks you’re interested in, for the duration 
and number of times that provide meaningful data, you can focus your optimization efforts more 
effectively and understand the performance characteristics of your code with greater clarity.

Common pitfalls

There are a lot of common pitfalls during benchmarking. Let’s explore the most common ones.

Pitfall 1 – benchmarking the wrong thing

One of the most fundamental mistakes is to benchmark the wrong aspect of your code. For instance, 
when benchmarking a function that sorts a slice, if the slice is sorted only once and then reused across 
benchmark iterations without re-initialization, subsequent iterations will operate on already sorted 
data, skewing the results. This mistake highlights the importance of setting up the benchmark’s state 
correctly for each iteration to ensure that you’re measuring the intended operation.

Solution: Use b.ResetTimer() and properly initialize the state within the benchmark loop, 
ensuring each iteration benchmarks the operation under the same conditions.

Pitfall 2 – compiler optimizations

The Go compiler, like many others, optimizes code, which can lead to misleading benchmark results. 
For example, if the result of a function call is not used, the compiler might optimize away the call 
entirely. Similarly, constant propagation can lead to the compiler replacing a function call with a 
pre-computed result.
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Solution: To prevent the compiler from optimizing away the code you wish to benchmark, make sure 
the result of the operation is used. Techniques include assigning the result to a package-level variable 
or using runtime.KeepAlive to ensure the compiler treats the result as needed at runtime.

Pitfall 3 – warmup

Modern CPUs and systems have various levels of caches and optimizations that “warm up” over time. 
Starting measurements too early before the system reaches a steady state can lead to inaccurate results 
that do not reflect typical performance.

Solution: Allow the system to warm up before starting measurements. This can involve running the 
benchmark code for a certain period before actually recording the results, or using b.ResetTimer() 
in Go benchmarks to start timing after the initial setup or warmup phase.

Pitfall 4 – environment

Running benchmarks in environments that differ significantly from production can lead to results 
that are not representative of real-world performance. Differences in hardware, operating system, 
network conditions, and even the load under which the benchmark is run can all affect the outcome.

Solution: As much as possible, run benchmarks under conditions that closely mimic production 
environments. This includes using similar hardware, running the same version of the Go runtime, 
and simulating realistic load and usage patterns.

Pitfall 5 – ignoring garbage collection and other runtime costs

Go’s runtime, including garbage collection, can significantly impact performance. Benchmarks that 
do not take these costs into account may not accurately reflect the performance users will experience.

Solution: Be mindful of the impact of garbage collection and other runtime behaviors on your 
benchmarks. Use runtime metrics and profiling to understand how these factors affect your benchmarks. 
Consider running longer benchmarks to capture the impact of garbage collection cycles.

Pitfall 6 – using b.N incorrectly

The misuse of the b.N argument in Go benchmarks can lead to inaccurate results and misinterpretations. 
There are at least two common scenarios where b.N is misused, each with its pitfalls. Let’s explore 
them in detail.

In some cases, developers might attempt to misuse b.N within a recursive function in a benchmark. 
This can lead to unexpected behavior and inaccurate measurements. Here’s an example:

func recursiveFibonacci(n int) int {
     if n <= 1 {
          return n
     }
     return recursiveFibonacci(b.N-1) + recursiveFibonacci(b.N-2) // 
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Misusing b.N in the recursive call

}

func BenchmarkRecursiveFibonacci(b *testing.B) {
     for i := 0; i < b.N; i++ {
          _ = recursiveFibonacci(10)
       }
}

In this case, b.N is misused as an argument to the recursiveFibonacci recursive function. 
This misuse can lead to unexpected behavior and incorrect benchmark results.

Also, developers might misuse b.N when their benchmark code involves complex setup or initialization 
that should not be repeated for each iteration. Here’s an example:

type ComplexData struct {
     // ...
}

var data *ComplexData

func setupComplexData() *ComplexData {
     if data == nil {
          data =  //Initialize complex data
     }
     return data
}

func BenchmarkComplexOperation(b *testing.B) {
     // Misusing b.N for setup
     for i := 0; i < b.N; i++ {
          complexData := setupComplexData()
          _ = performComplexOperation(complexData)
     }
}

In this scenario, b.N is misused to repeatedly execute the setup code within the benchmark loop. This 
can skew benchmark results if the setup is intended to be performed only once.

Lastly, developers might misuse b.N within benchmarks that involve conditional logic based on the 
iteration count. Let’s look at an example:

func BenchmarkConditionalLogic(b *testing.B) {
     for i := 0; i < b.N; i++ {
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          if i%2 == 0 {
               // Misusing b.N to conditionally execute code
               _ = performOperationA()
          } else {
               _ = performOperationB()
          }
     }
}

In this case, b.N is misused to conditionally execute different code paths based on the iteration count. This 
can lead to inconsistent benchmark results and make it challenging to interpret performance measurements.

In conclusion, benchmarking in Go – or any language, for that matter – is less about the raw pursuit 
of speed and more about the art of making informed decisions. It’s like navigating a ship through 
treacherous waters; without a compass (benchmarks) and a skilled navigator (the developer), you’re 
just drifting, hoping to reach your destination.

The real skill lies not in how fast you can go, but in knowing where to make the turns.

CPU profiling
CPU profiling is the process of analyzing how much CPU time is consumed by different sections of 
your Go program. This analysis helps you identify the following aspects:

•	 Bottlenecks: Code areas using excessive CPU time, slowing down your application

•	 Inefficiencies: Functions or code blocks that can be optimized to use less CPU resources

•	 Hotspots: The most frequently executed parts of your program, the prime focus for optimization

To exercise profiling, we’ll create a file change monitor. The program will monitor a specified 
directory for file changes. To make the scope concise, our program will detect file creation, deletion, 
and modification. Also, upon detecting changes, it sends alerts (printed to the console).

The complete code can be found in this book’s GitHub repository. For now, we are exploring the core 
features and the corresponding code sections so that we have a clearer understanding of how it operates:

1.	 First, define the file metadata structure:

type FileInfo struct {
    Name    string
    ModTime time.Time
    Size    int64
}
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This struct defines the simplified file metadata the program will track, including the file’s name, 
modification time, and size. This is crucial for comparing the current state of the filesystem to 
a previous state to detect changes.

2.	 Scan the directory:

func scanDirectory(dir string) (map[string]FileInfo, error) {
    results := make(map[string]FileInfo)
    err := filepath.WalkDir(dir, func(path string, d 
fs.DirEntry, err error) error {
        if err != nil {
            return err
        }
        info, err := d.Info()
        if err != nil {
            return err
        }
        results[path] = FileInfo{
            Name:    info.Name(),
            ModTime: info.ModTime(),
            Size:    info.Size(),
        }
        return nil
    })
    return results, err
}

The scanDirectory function uses filepath.WalkDir to traverse the directory and 
subdirectories, collecting metadata for each file and storing it in a map. This map serves as a 
snapshot of the directory’s state at the time of scanning.

3.	 Compare directory states:

func compareAndEmitEvents(oldState, newState map[string]
FileInfo) {
    for path, newInfo := range newState {
        // ...
        go sendAlert(fmt.Sprintf("File created: %s", path))
        // ...
        go sendAlert(fmt.Sprintf("File modified: %s", path))
    }
    for path := range oldState {
        // ...
        go sendAlert(fmt.Sprintf("File deleted: %s", path))
    }
}
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The compareAndEmitEvents function iterates through the new and old state maps to find 
differences, which indicate file creations, deletions, or modifications. For each detected change, it 
calls sendAlert using a goroutine, which allows these alerts to be processed asynchronously.

4.	 Emit alerts:

func sendAlert(event string) {
    fmt.Println("Alert:", event)
}

This function is responsible for handling the alerts. In the current implementation, it simply 
prints the alert to the console. Running this in a separate goroutine for each alert ensures that 
the directory scanning and comparison process is not blocked by the alerting mechanism.

5.	 Main monitoring loop:

func main() {
    // ...
    currentState, err := scanDirectory(dirToMonitor)
    // ...
    for {
        // ...
        newState, err := scanDirectory(dirToMonitor)
        compareAndEmitEvents(currentState, newState)
        currentState = newState
        time.Sleep(interval)
    }
}

In the main() function, the directory is initially scanned to establish a baseline state. The 
program then enters a loop, rescanning the directory at specified intervals, comparing the 
new scan results to the previous state, and updating the state for the next iteration. This loop 
continues indefinitely until the program is stopped.

6.	 Goroutine usage for alerts: The asynchronous execution of sendAlert via go sendAlert(...) 
inside compareAndEmitEvents ensures that the program remains responsive and that the 
monitoring interval is consistent, even if the alerting process has latency.

7.	 Error handling: Error handling is demonstrated in both the scanning and main loop portions 
of the code, ensuring that the program can gracefully handle issues that are encountered during 
directory scanning. However, detailed error handling (especially for real-world applications) 
would involve more comprehensive checks and responses to various error conditions.
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To enable CPU profiling, we need to change our program. First, add the following import:

import (
   ...
   "runtime/pprof"
)

This imports the pprof package from the Go runtime, which provides functions for collecting and 
writing profiling data.

Now, we can use the package:

func main() {
   // ...

   f, err := os.Create("cpuprofile.out")
   if err != nil {
       // Handle error
   }
   defer f.Close()
   pprof.StartCPUProfile(f)
   defer pprof.StopCPUProfile()

   // ... (Rest of your code)
}

Here’s what each line does:

•	 os.Create("cpuprofile.out"): This line creates a file named cpuprofile.out 
where the CPU profile data will be written. This file is created in the current working directory 
of the application.

•	 defer f.Close(): This line ensures that the file is closed when the function returns. This 
is important to guarantee that all data is flushed to disk and the file is closed properly. Here, 
defer is used to schedule the close operation to run after the function completes, which 
includes normal completion or if an error causes an early return.

•	 pprof.StartCPUProfile(f): This line starts the CPU profiling process. It takes 
io.Writer as an argument (in this case, the file we created earlier) and begins recording 
CPU profile data. All the CPU that’s used by your application from this point until pprof.
StopCPUProfile() is called will be recorded.
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•	 defer pprof.StopCPUProfile(): This line schedules when CPU profiling should 
stop – that is, when the function returns. This ensures that profiling is concluded properly, 
and all collected data is written to the specified file before the application exits or moves on 
to subsequent operations. The use of defer is critical here to ensure that profiling is stopped 
even if an error occurs, or a return is triggered earlier in your code.

Now, we can build the program by executing the following command:

go build monitor.go

Execute the program, ensuring it monitors an active directory (where you’ll simulate file changes):

./monitor

While the program runs, introduce changes in the monitored directory: create files, delete files, and 
modify content within those files. This creates a realistic workload for profiling.

After running your program with CPU profiling enabled, you can analyze the cpuprofile.out 
file using Go’s pprof tool to view the profiling results and identify hotspots in your code. This step 
is crucial for performance tuning and ensuring your application runs efficiently.

There are two main options on how to analyze the cpuprofile.out file: textually and via a 
flame graph.

To analyze the profile textually, run the following command:

go tool pprof cpuprofile.out

You should see an output similar to the following:

Total: 10 samples
      5  50.0% 50.0%        5  50.0% compareAndEmitEvents
      3  30.0% 80.0%        3  30.0% scanDirectory
      1  10.0% 90.0%        1  10.0% filepath.WalkDir
      1  10.0% 100.0%        1  10.0% main

This result lists functions sorted in descending order of CPU time consumed.

From this, we can interpret that we can focus on the top few entries. These are the primary candidates 
for optimization. Also, examine call stacks. They show how those expensive functions are reached 
within your program’s logic.

To analyze the profile using a flame graph, run the following command:

go tool pprof -web cpuprofile.out
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This method provides a visual way to pinpoint hotspots. Wider bars represent functions that use 
more CPU time.

You should keep the following points in mind:

•	 Width of bars: This represents the proportion of CPU time spent within a function. Wider 
bars mean more time consumed.

•	 Hierarchy: This shows the call stacks. Functions that call other functions are stacked on top.

•	 Top-down: Start analyzing from the top of the graph, following the paths where the bars are widest.

Before we start to change the program to see the results in the profile, let’s learn how to memory profile 
this program to make the trade-offs between memory and CPU clear after making future improvements.

Memory profiling
Memory profiling helps you analyze how your Go program allocates and uses memory. It’s critical 
in systems programming. where you frequently deal with constrained resources and performance-
sensitive operations. Here are some key questions it helps answer:

•	 Memory leaks: Are you unintentionally holding on to memory that’s no longer needed?

•	 Allocation hotspots: Which functions or code blocks are responsible for most allocations?

•	 Memory usage patterns: How does memory use change over time, especially under different 
load conditions?

•	 Object sizes: How can you understand the memory footprint of key data structures?

Let’s learn how to set up memory profiling for our monitoring program based on the following snippet:

f, err := os.Create("memprofile.out")
if err != nil {
    // Handle error
}
defer f.Close()
runtime.GC()
pprof.WriteHeapProfile(f)

Let’s understand what’s happening here:

•	 os.Create("memprofile.out"): This line creates a file named memprofile.out 
in the current working directory. This file is designated to store the memory profile data.

•	 defer f.Close(): This line schedules the Close method on f to be called once the 
surrounding function (main) returns. This is to ensure the file is closed properly and all data 
written to it is flushed to disk, regardless of how the function exits (normally or due to an error).
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•	 runtime.GC(): This line is optional and triggers garbage collection before writing the 
heap profile. Its purpose is to clean up unused memory and provide a more accurate view of 
what memory is actively in use by your program at the time of profiling. It helps in identifying 
memory that is truly needed by your program as opposed to memory that is ready to be 
collected but hasn’t been yet.

•	 pprof.WriteHeapProfile(f): This line writes the memory profile data to the previously 
created file. This profile includes information about memory allocation by your program, which 
can be analyzed to understand memory usage patterns and identify potential issues, such as 
memory leaks.

We can build and run the program again, but this time, after simulating the workload, we’ll have a 
new file: memprofile.out.

We can analyze this file textually by executing the following command:

go tool pprof memprofile.out

Focus on functions that are allocating large amounts of memory or holding on to it for extended periods.

We can also use the web-based view by executing the following command:

go tool pprof -web memprofile.out

Note that we now have a flame graph variant. Like CPU flame graphs, instead of bar width representing 
time, it represents memory allocation.

It’s recommended to start from the top and identify areas with heavy memory usage.

In our program, we have key areas to watch:

•	 scanDirectory: How much memory is allocated to build map[string]FileInfo? 
This grows with directory size.

•	 compareAndEmitEvents: Is memory usage heavily affected by the frequency of file changes, 
or is the memory footprint of the comparison logic itself a concern?

•	 FileInfo: If you deal with very large files or long file paths, the size of your FileInfo 
struct might matter.

Profiling memory over time

To get a better picture of potential memory leaks or growth, do the following:

•	 Modify your code so that you can write heap profiles at intervals within the monitoring loop

•	 Compare profiles to see if objects remain allocated unexpectedly, implying a potential 
leak-like scenario
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Preparing to explore the trade-offs

To explore the results of our profiling techniques, let’s introduce a simple caching feature.

We should capture this before introducing any caching. After that, we can design our caching 
mechanism. Let’s consider the following aspects:

•	 Eviction policy: How do you remove old data when the cache reaches a size limit?

•	 Profile with caching: Analyze the new memory profile.

•	 Improvement: Did memory usage related to scanDirectory decrease?

•	 New bottlenecks: Did the cache itself become a significant memory consumer?

Simple caching

Here’s our implementation of the simple caching mechanism, step by step:

1.	 Global cache declaration:

var cachedDirectoryState map[string]FileInfo // Global for 
simplicity

A global variable called cachedDirectoryState is declared to store the cached state of 
the directory. This map holds FileInfo structures indexed by their file paths. Declaring it 
globally allows the cache to persist across multiple calls to the scanDirectory function, 
enabling reuse of previously gathered data.

2.	 Cache check in scanDirectory:

if cachedDirectoryState != nil {
    for path, fileInfo := range cachedDirectoryState {
        results[path] = fileInfo
    }
}

Before performing the filesystem walk, the function checks if there is an existing cache 
(cachedDirectoryState). If the cache is not nil, meaning it has been populated from 
a previous scan, it copies the cached FileInfo entries into the results map. This step ensures 
that the function starts with data from the last scan, potentially reducing the amount of work 
needed if many files remain unchanged.

3.	 Cache update after scanning:

err := filepath.WalkDir(dir, func(path string, d fs.DirEntry, 
err error) error {
    // ... (Existing logic from scanDirectory remains) ...

    // Update results and the cache
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    results[path] = FileInfo{
        Name:    info.Name(),
        ModTime: info.ModTime(),
        Size:    info.Size(),
    }
    cachedDirectoryState = results
    return nil
})

As the directory is walked and each file is processed, the results map is updated with the 
latest FileInfo for each path. Unlike the initial cache check, this update occurs inside the 
filepath.WalkDir call, ensuring that the most current information is captured. After 
processing each file, the entire cachedDirectoryState is replaced with the current 
results. This means the cache is always reflective of the most recent state of the directory, as 
determined by the last scan.

Caveat
This caching strategy might introduce stale data issues if files are changed, added, or removed 
between scans, and the program relies on the cache without revalidating it. To mitigate this, 
you might consider strategies for invalidating or updating the cache based on certain triggers 
or after a predefined interval.

A production-ready cache likely would need a size limit and an eviction strategy (such as least 
recently used (LRU).

Now, it’s time for you to repeat the memory and CPU analyses to identify how the program’s behavior 
changed. Ensure you provide another name for the profile results so that you don’t override them!

From a CPU perspective, have you noticed the top CPU-consuming functions change their order? 
Also, did specific functions see significant increases or decreases in CPU time percentage?

Hopefully, you should see reduced CPU time within scanDirectory.

From a memory perspective, have you noticed the top-allocating functions change? Did specific 
functions increase or decrease their allocation volume significantly?

Expect increased memory usage due to the cache itself. Analyze whether this trade-off is acceptable 
for the performance gains. The core idea of profiling your programs is to ideally change only one 
aspect of your code or workload at a time for a clearer comparison.

With that, we’ve evaluated our application through CPU and memory profile data.
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Summary
Throughout this chapter, we have explored the core aspects of performance analysis within Go, providing 
an understanding of how Go’s memory management mechanisms work and how they can be optimized 
for better application performance. Key concepts such as escape analysis, the roles of stack and pointers, 
and the distinctions between stack and heap memory allocations were thoroughly examined.

As we turn the page from the intricacies of memory management and performance optimization, the 
next chapter invites us into the expansive world of networking in Go.



Part 4:  
Connected Apps

In this part, we will explore other topics in the Go programming development ecosystem, focusing on 
networking, telemetry, and application distribution. This section will equip you with in-depth knowledge 
and practical skills to enhance your Go applications’ observability, connectivity, and distribution.

This part has the following chapters:

•	 Chapter 10, Networking

•	 Chapter 11, Telemetry

•	 Chapter 12, Distributing Apps





10
Networking

In this chapter, we embark on a practical journey through the intricacies of network programming 
in Go. It’s a realm where the simplicity of syntax meets the complexity of network communications.

As we progress, you’ll gain a comprehensive understanding of how to leverage Go’s powerful standard 
library, specifically the net package, to build robust network-driven applications. From establishing 
Transmission Control Protocol (TCP) and User Datagram Protocol (UDP) connections to crafting 
nimble web servers and constructing chatty clients, this chapter serves as your guide to mastering 
network interactions in Go, empowering you with practical skills.

The chapter will cover the following key topics:

•	 The net package

•	 TCP sockets

•	 HTTP servers and clients

•	 Securing the connection

•	 Advanced networking

By the end of this chapter, you will have learned about network programming. The topics covered 
include TCP sockets, TCP communication challenges, reliability, creating and handling HTTP servers 
and clients, and the complexities of securing connections with Transport Layer Security (TLS). This 
exploration is designed to provide you with the necessary technical skills for network programming in 
Go and deepen your understanding of network communications’ underlying principles and challenges.

The net package
Network programming in Go. Surely it can’t be that different from spitting out a boring old “Hello, 
World,” right? Wrong. Just because Go boasts a clean syntax like a well-maintained garden doesn’t 
mean the underlying network plumbing isn’t a bowl of spaghetti code after a particularly enthusiastic 
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college hackathon. Buckle up, because we’re diving into a realm where connection resets lurk around 
every corner, and timeouts feel more personal than a passive-aggressive email from your boss.

But fear not, weary programmer! Beneath the surface complexity lies a surprisingly powerful and 
elegant set of tools. Go’s standard library, specifically the net package, provides a robust suite of 
functionalities for building all sorts of network-driven applications. From crafting nimble web servers 
to constructing chatty clients, the net package serves as the foundation for crafting robust network 
interactions in Go.

You’ll find functions for establishing connections (both TCP and UDP flavors!), working with data 
streams, and parsing network addresses. It’s the network Swiss Army knife, ready to tackle any 
communication challenge you throw its way.

Let’s peek at a simple example to illustrate this point. Here’s a basic program that connects to an open 
Pokémon API and prints the status code and response body:

package main

import (
  "fmt"
  "io"
  "net/http"
)

func main() {
  url := "https://pokeapi.co/api/v2/pokemon/ditto"

  client := &http.Client{}

  resp, err := client.Get(url)
  if err != nil {
    fmt.Printf("Error: %v\n", err)
  }

  defer resp.Body.Close()
  body, err := io.ReadAll(resp.Body)
  if err != nil {
    fmt.Printf("Error: %v\n", err)
  }
  fmt.Println(resp.StatusCode)
  fmt.Println(string(body))
}
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This program showcases the fundamental building blocks of network programming in Go. We utilize 
the http package (built on top of the net package), establish a connection to a remote server, retrieve 
data, and close the connection gracefully.

You might be thinking: This doesn’t seem too bad. And you’d be right – for fundamental interactions. 
But trust me – the actual depth of network programming becomes apparent when you start venturing 
into asynchronous operations, handling errors gracefully across distributed systems, and dealing with 
the inevitable network gremlins.

Think of it like this: network programming is like writing a complex symphony for a global orchestra. 
It would be best if you managed individual instruments (sockets), ensured they played in harmony 
(protocols), and accounted for occasional dropped notes (network errors) – all while conducting the 
entire performance from a distance. It takes practice, patience, and a healthy dose of humor (mostly 
dark) to master the art.

TCP sockets
TCP is the reliable workhorse of the internet, ensuring packets arrive in the proper order, like a 
particularly obsessive-compulsive mail carrier. Don’t be fooled by its reputation for stability – TCP 
socket programming in Go can have you pull out your hair quickly. Sure, it offers the comforting illusion 
of a constant, reliable data stream. Still, under the hood, it’s a chaotic mosh pit of retransmissions, 
flow control, and enough acronyms to keep a government agency happy.

Picture this: TCP is like trying to converse coherently during a loud heavy metal concert. You’re screaming 
messages at each other (sending packets), desperately hoping the other person gets the gist amid the 
noise (network congestion). Occasionally, whole phrases get lost in the roar (dropped packets), and 
you must repeat yourself (retransmissions). There can be a better recipe for efficient communication.

That’s where Go’s net package comes to rescue us again. It provides the tools to establish and manage 
TCP connections. Think of functions such as net.Dial() and net.Listen() as your trusty 
walkie-talkies for setting up a communication channel in the middle of a mosh pit.

Go lets you communicate over TCP connections using two primary abstractions: net.Conn and 
net.Listener. A net.Conn object represents a single TCP connection, while net.Listener 
waits around for incoming connection requests like a seasoned bouncer at an exclusive club.

Let’s illustrate this with a classic echo server example:

package main

import (
  "fmt"
  "net"
)
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func main() {
  // Start listening for connections
  listener, err := net.Listen("tcp", ":8080")
  if err != nil {
    fmt.Printf("Error: %v\n", err)
  }

  // Accept connections in a loop
  for {
    conn, err := listener.Accept()
    if err != nil {
      continue
    }
    go handleConnection(conn)
  }
}

func handleConnection(conn net.Conn) {
  defer conn.Close()
  buf := make([]byte, 1024)

  for {
    n, err := conn.Read(buf)
    if err != nil {
      break
    }
    _, err = conn.Write(buf[:n])
    if err != nil {
      fmt.Printf("write error: %v\n", err)
    }
  }
}

Let’s take a closer look at what is happening in this snippet:

•	 In the handleConnection() function, we have the following:

	� defer conn.Close() ensures that the connection is closed once the function returns, 
which is crucial for freeing up resources.

	� buf := make([]byte, 1024) allocates a buffer of 1024 bytes to read data from 
the connection.
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	� The for loop continuously reads data into buf using conn.Read(buf). The number 
of bytes read and any error encountered is returned.

	� If an error occurs during reading (for example, the client closes the connection), the loop 
breaks, effectively ending the function and closing the connection.

	� conn.Write(buf[:n]) writes the data back to the client. buf[:n] ensures that only 
the portion of the buffer that was filled with data is sent back.

•	 In the main() function, we have the following:

	� net.Listen("tcp", ":8080") tells the server to listen for incoming TCP connections 
on port 8080. The function returns a Listener instance that can accept connections.

	� The for loop then continuously accepts new connections with listener.Accept(). 
This function blocks until a new connection is received.

	� If an error occurs while accepting a connection (unlikely in normal circumstances), the if 
err != nil { continue } loop simply continues to the next iteration, effectively 
ignoring the failed attempt.

•	 For each successful connection, the following happens:

	� The handleConnection() function is called in a new goroutine.

	� This allows the server to handle multiple connections concurrently, as each call to 
handleConnection() can run independently.

This example scratches the surface of TCP communication in Go. Notice how we handle errors and 
ensure connections are properly closed. It’s the little things that often trip you up, such as forgetting 
to close a connection and watching your resources drain away like sand through your fingers.

Reflecting on my journey with TCP sockets, I recall a project where the client-server model was 
more like a love-hate relationship. Connections would drop at the most inopportune moments, and 
data packets played hide and seek. Through trial and error, I learned the importance of robust error 
handling and the art of setting appropriate timeouts. It was a humbling experience that taught me 
TCP sockets are like a game of chess with the network: always be prepared for an unexpected move.

To wrap up, think of TCP communication in Golang as crafting a fine cocktail. The ingredients 
(TCP fundamentals) must be measured with precision, mixed with care (establishing and handling 
connections), and served with flair (implementing a server and client). And just as with bartending, 
practice and patience are key. Cheers to your journey into the world of TCP sockets. May your 
connections be stable and your data flow smoothly.
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HTTP servers and clients
HTTP, the protocol that powers the web, is responsible for all those charming cat videos and questionable 
social media rabbit holes. You might be tempted to assume building web servers and clients in Go 
is a walk in the park – after all, we’re not dealing with the mind-bending intricacies of TCP sockets 
anymore, are we? Oh, sweet summer child, prepare to be humbled.

Picture this: HTTP is like trying to navigate a labyrinthine bureaucracy. You have rigid forms to fill 
(requests), specific departments to address (URLs), and a baffling array of status codes that could mean 
anything from “Sure, here’s your thing” to “Your paperwork has been accidentally shredded.” And 
just when you think you’ve got the hang of it, some obscure rule change (such as a protocol update) 
sends you spiraling back to square one.

Thankfully, Go’s standard library comes equipped with the net/http package – your trusty compass 
for navigating this bureaucratic nightmare. This package offers convenient tools for crafting both web 
servers and clients, letting you speak the language of HTTP fluently.

Creating an HTTP server in Go is deceptively straightforward, thanks to the powerful yet simple 
net/http package. This package abstracts away much of the complexity involved in handling HTTP 
requests, allowing developers to focus on the logic of their applications rather than the underlying 
protocol mechanics.

A basic HTTP server in Go is surprisingly simple to set up. Let’s look at how to do it:

package main

import (
     "fmt"
     "net/http"
)

func handler(w http.ResponseWriter, r *http.Request) {
     fmt.Fprintf(w, "Hello, you've requested: %s\n", r.URL.Path)
}

func main() {
     http.HandleFunc("/", handler)
     http.ListenAndServe(":8080", nil)
}

This snippet defines a simple web server that listens on port 8080 and responds to any request with a 
friendly greeting. Think of http.HandleFunc as registering a clerk at a specific office within your 
bureaucratic institution, ready to handle incoming requests.
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HTTP verbs

HTTP verbs (also known as methods) and status codes are fundamental components of the HTTP 
protocol, used to define the action to be performed on a given resource and to indicate the outcome 
of HTTP requests, respectively. The net/http package in Go provides support for handling these 
aspects of HTTP. Let’s explore how HTTP verbs and status codes are used within the context of Go’s 
net/http package.

HTTP verbs tell the server what action to perform on a resource. The most used HTTP verbs are 
the following:

•	 GET: Requests data from a specified resource

•	 POST: Submits data to be processed to a specified resource

•	 PUT: Updates a specified resource with provided data

•	 DELETE: Deletes a specified resource

•	 PATCH: Applies partial modifications to a resource

In Go, you can handle different HTTP verbs by checking the Method field of the http.Request 
object. Here’s an example:

func handler(w http.ResponseWriter, r *http.Request) {
    switch r.Method {
    case http.MethodGet:
        fmt.Fprintf(w, "Handling a GET request\n")
    case http.MethodPost:
        fmt.Fprintf(w, "Handling a POST request\n")
    case http.MethodPut:
        fmt.Fprintf(w, "Handling a PUT request\n")
    case http.MethodDelete:
        fmt.Fprintf(w, "Handling a DELETE request\n")
    default:
        http.Error(w, "Unsupported HTTP method", http.
StatusMethodNotAllowed)
    }
}
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HTTP status codes

HTTP status codes are issued by a server in response to a client’s request. They are grouped into 
five classes:

•	 1xx (Informational): The request was received, continuing process

•	 2xx (Success): The request was successfully received, understood, and accepted

•	 3xx (Redirection): Further action needs to be taken in order to complete the request

•	 4xx (Client Error): The request contains bad syntax or cannot be fulfilled

•	 5xx (Server Error): The server failed to fulfill an apparently valid request

The net/http package includes constants for many of these status codes, making your code more 
readable – for example, http.StatusOK for 200, http.StatusNotFound for 404, and http.
StatusInternalServerError for 500. Here’s how you might use them:

func handler(w http.ResponseWriter, r *http.Request) {
    if r.URL.Path != "/" {
        http.Error(w, "404 Not Found", http.StatusNotFound)
        return
    }

    if r.Method != http.MethodGet {
        http.Error(w, "Method is not supported.", http.
StatusMethodNotAllowed)
        return
    }

    fmt.Fprintf(w, "Hello, World!")
}

HTTP verbs (also known as methods) and status codes are fundamental components of the HTTP 
protocol, used to define the action to be performed on a given resource and to indicate the outcome 
of HTTP requests, respectively. The net/http package in Go provides support for handling these 
aspects of HTTP. Let’s explore how HTTP verbs and status codes are used within the context of Go’s 
net/http package.

Putting it all together

Combining the handling of different HTTP verbs with appropriate status codes allows you to build 
more complex and robust web applications.
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Next is an example Go server code that demonstrates handling multiple HTTP verbs and returning 
some of the most common HTTP status codes using the net/http package. This server will have 
different endpoints to showcase how to handle GET, POST, PUT, and DELETE requests, along with 
sending appropriate HTTP status codes in responses:

package main

import (
     "fmt"
     "net/http"
)

func main() {
     http.HandleFunc("/", homeHandler)
     http.HandleFunc("/resource", resourceHandler)
     fmt.Println("Server starting on port 8080...")
     http.ListenAndServe(":8080", nil)
}

func homeHandler(w http.ResponseWriter, r *http.Request) {
     fmt.Fprintf(w, "Welcome to the HTTP verbs and status codes 
example!")
}

func resourceHandler(w http.ResponseWriter, r *http.Request) {
     switch r.Method {
     case "GET":
          // Handle GET request
          w.WriteHeader(http.StatusOK) // 200
          fmt.Fprintf(w, "Resource fetched successfully")
     case "POST":
          // Handle POST request
          w.WriteHeader(http.StatusCreated) // 201
          fmt.Fprintf(w, "Resource created successfully")
     case "PUT":
          // Handle PUT request
          w.WriteHeader(http.StatusAccepted) // 202
          fmt.Fprintf(w, "Resource updated successfully")
     case "DELETE":
          // Handle DELETE request
          w.WriteHeader(http.StatusNoContent) // 204
     default:
          // Handle unknown methods
          w.WriteHeader(http.StatusMethodNotAllowed) // 405
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          fmt.Fprintf(w, "Method not allowed")
     }
}

In this code, we have different uses for the HTTP methods (verbs), such as the following:

•	 GET: Used to request data from a specified resource

•	 POST: Used to send data to a server to create/update a resource

•	 PUT: Used to send data to a server to create or update a resource

•	 DELETE: Used to delete the specified resource

Also, when we return HTTP status codes, there is a specific meaning to each code:

•	 200 OK: The request has succeeded

•	 201 Created: The request has succeeded, and a new resource has been created as a result

•	 202 Accepted: The request has been accepted for processing, but the processing has not 
been completed

•	 204 No Content: The server successfully processed the request but is not returning any content

•	 405 Method Not Allowed: The request method is known by the server but has been 
disabled and cannot be used

This server listens on port 8080 and routes requests to the appropriate handler based on the URL 
path. The resourceHandler() function checks the HTTP method of the request and responds 
with the corresponding status code and message.

Back in my early days, I spent hours debugging an HTTP client that refused to authenticate with a 
particularly finicky API. Turns out, the server demanded a specific, non-standard capitalization of 
an authorization header. It was the software equivalent of being rejected by a snooty receptionist for 
wearing the wrong color tie.

HTTP, as with any well-established bureaucracy, is riddled with quirks and legacy conventions. 
Embrace them, and you’ll be building web applications in Go like a pro. Ignore them and prepare for 
a world of frustration and cryptic 400 errors. Remember – the devil is in the details, especially when 
it comes to the intricate dance of HTTP requests and responses.

Securing the connection
TLS is the savior of online privacy and a protector against snooping eyes. You might think that because 
Go makes so many things delightfully simple, setting up a secure channel with TLS will be equally 
breezy. Brace yourselves, my friends, for here lies a cryptographic labyrinth that rivals the tax codes 
of most industrialized nations.
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Think of TLS as trying to encrypt your most embarrassing secrets by following a recipe written in 
ancient hieroglyphics, with half the instructions missing and a shadowy figure lurking nearby, gleefully 
attempting to decipher your scribbles. Certificates, key exchanges, cipher suites... TLS is an alphabet 
soup of acronyms designed to make your head spin.

Certificates

TLS certificates are a fundamental aspect of secure communication over the internet, providing 
encryption, authentication, and integrity. In the context of Go, TLS certificates are used to secure 
communication between clients and servers, such as in HTTPS servers or clients that need to securely 
connect to other services.

A TLS certificate, often simply called a Secure Sockets Layer (SSL) certificate, serves two main purposes:

•	 Encryption: Ensures that the data exchanged between the client and server is encrypted, 
protecting it from eavesdroppers

•	 Authentication: Verifies the identity of the server to the client, ensuring that the client is talking 
to the legitimate server and not an imposter

A TLS certificate contains the certificate holder’s public key and identity (domain name), and it is 
signed by a trusted Certificate Authority (CA). When a client connects to a TLS/SSL-secured server, 
the server presents its certificate. The client verifies the certificate’s validity, including the CA’s signature, 
the certificate’s expiration date, and the domain name.

.crt files versus .pem files

The difference between .crt and .pem files primarily lies in their naming conventions and the format 
they may contain, rather than the cryptographic functions they serve. Both are used in the context of 
SSL/TLS certificates and can contain certificates, private keys, or even intermediate certificates. The 
content within these files is what matters, and both .crt and .pem files can contain the same types 
of data, encoded in different ways. Let’s take a closer look at both:

•	 .crt files:

The .crt extension is traditionally used for certificate files.

These files are typically in a binary form, encoded in the Distinguished Encoding Rules (DER) 
format, but they can also be encoded in the Privacy Enhanced Mail (PEM) format. The content 
and encoding format are what truly define the file, not the extension itself.
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.crt files are used to store certificates (public keys) that are used to verify the ownership of 
a public key with the identity of the certificate holder.

•	 .pem files:

The .pem extension stands for PEM, a file format originally used in email encryption. Over 
time, it has become a standard format for storing and exchanging cryptographic material such 
as certificates, private keys, and intermediate certificates.

PEM files are ASCII (text) encoded and use Base64 encoding between "-----BEGIN 
CERTIFICATE-----" and "-----END CERTIFICATE-----" markers, making them 
more human-readable than DER-encoded files. This format is very versatile and widely supported.

.pem files can contain multiple certificates and keys in the same file, making them suitable for 
various configurations, such as certificate chains.

The key differences are in the format and encoding: .crt files can be in binary (DER) or ASCII 
(PEM) format, whereas .pem files are always in ASCII format. While both can store similar types of 
data, .pem files are more versatile due to their ability to include multiple certificates and keys in a 
single file. Also, .pem files are widely supported across different platforms and software for SSL/TLS 
configurations, making them a more universally accepted format for certificates and keys.

In practice, the distinction between these extensions is often less important than ensuring that the file’s 
contents are in the correct format expected by the software or service using them. Tools and systems 
that work with SSL/TLS certificates usually specify the format they require (PEM or DER) and can 
sometimes work with either, regardless of the file extension. When configuring SSL/TLS, it’s crucial 
to follow the specific requirements of the software or service you’re using, including the expected file 
format and encoding.

Creating a TLS certificate for Go applications

For development purposes, you can create a self-signed TLS certificate. For production, you should 
obtain a certificate from a trusted CA.

To achieve this, we’re using a tool called OpenSSL. OpenSSL is a robust, full-featured toolkit for the 
TLS and SSL protocols. It’s also a general-purpose cryptography library. Here’s how you can check if 
it’s installed and how to install it if it’s not, across various operating systems:

Windows

•	 Check installation:

Open Command Prompt and type the following:
openssl version
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If the tools are installed, you’ll see the version number. If not, you’ll receive an error message 
indicating that OpenSSL is not recognized.

•	 Installation:

	� Using Chocolatey: If you have Chocolatey installed, you can easily install it by running the 
following command:

 choco install openssl

	� Manual installation: You can download the OpenSSL binaries from the official OpenSSL 
website or from a trusted third-party provider. After downloading, extract the files and 
add the bin directory to your system’s PATH environment variable.

macOS

•	 Check if installed:

Open a terminal and type the following:
openssl version

macOS comes with OpenSSL pre-installed, but it might not be the latest version.

•	 Installation/update:

	� The best way to install or update OpenSSL on macOS is via Homebrew. If you don’t have 
Homebrew installed, you can install it by running the following command:

/bin/bash -c "$(curl -fsSL https://raw.githubusercontent.com/
Homebrew/install/HEAD/install.sh)"

	� Once Homebrew is installed, you can install OpenSSL by running this command:

 brew install openssl

	� If it’s already installed, make sure it’s linked correctly or update it using the following command:

brew upgrade openssl

Linux (Ubuntu/Debian-based distributions)

•	 Check if installed: Open a terminal and type the following:

openssl version

Most Linux distributions come with OpenSSL pre-installed.
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•	 Installation/update: You can install or update OpenSSL using the package manager. For 
Ubuntu/Debian-based systems, use the following to update your package list:

sudo apt-get update

Use the following to install OpenSSL:
sudo apt-get install openssl

PEM

We can use OpenSSL to generate a self-signed certificate:

openssl req -x509 -newkey rsa:4096 -keyout key.pem -out cert.pem -days 
365

This command generates a new 4096-bit RSA key and a certificate valid for 365 days. The certificate 
is self-signed, meaning it’s signed with its own key. key.pem is the private key, and cert.pem is 
the public certificate.

To use this certificate in a Go server, you can use the http.ListenAndServeTLS() function:

package main

import (
     "log"
     "net/http"
)

func handler(w http.ResponseWriter, r *http.Request) {
     w.Write([]byte("Hello, TLS!"))
}

func main() {
     http.HandleFunc("/", handler)
     log.Println("Starting server on https://localhost:8443")
     err := http.ListenAndServeTLS(":8443", "cert.pem", "key.pem", 
nil)
     if err != nil {
          log.Fatalf("Failed to start server: %v", err)
     }
}
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CRT

The first step in generating a .crt file is to create a private key. This key will remain securely stored 
on your server and should never be shared:

openssl genrsa -out mydomain.key 2048

This command generates a 2048-bit RSA private key and saves it to a file named mydomain.key.

Next, you’ll create a certificate signing request (CSR), which is a request to a CA to sign your public 
key and create a certificate. The CSR contains information about your domain and organization:

openssl req -new -key mydomain.key -out mydomain.csr

You will be prompted to enter details such as your country, state, organization name, and Common 
Name (CN; domain name). The CN is especially important because it’s the domain name that the 
certificate will be issued for.

When we’re setting up a certificate for development purposes or internal use, we might want to 
generate a self-signed certificate instead of getting one from a CA. This can be done by signing the 
CSR with your own private key:

openssl x509 -req -days 365 -in mydomain.csr -signkey mydomain.key 
-out mydomain.crt

This command creates a certificate (mydomain.crt) that is valid for 365 days. Note that browsers 
and clients will not trust this certificate since it’s not signed by a recognized CA.

But fear not! Go, in its elegant way, provides the tools to navigate this cryptographic maze. The crypto/
tls package offers the building blocks you need to secure your network communications. Think 
of it as your trusty cryptography toolkit, complete with an industrial-grade cipher and a certificate 
generator for good measure.

Let’s glimpse at the core idea of TLS with a basic example of securing a TCP connection:

package main

import (
    «crypto/tls"
    «net»
)

func main() {
    cert, err := tls.LoadX509KeyPair(«server.crt», «server.key")
    if err != nil {
        panic(err)
    }
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    config := &tls.Config{Certificates: []tls.Certificate{cert}}

    listener, err := tls.Listen("tcp", ":8443", config)
    if err != nil {
        panic(err)
    }
    // ... rest of our server logic
}

In this snippet, we load our server’s certificate and key, create a TLS configuration, and use tls.
Listen to wrap our regular TCP listener in a secure TLS layer. It’s like adding bulletproof glass and 
an armed guard to your regular communication channel.

Think of TLS as securing a vault for your most precious data. It involves multiple layers of encryption, 
strict authentication mechanisms, and constant vigilance against evolving threats. Go makes it easier 
to implement TLS, but understanding the fundamentals of cryptography remains essential if you 
want to do it right! After all, in the world of network communication, complacency is a vulnerability 
waiting to be exploited.

TLS is the successor to SSL. It’s the standard technology for keeping an internet connection secure 
and safeguarding any sensitive data that’s being sent between two systems. This prevents criminals 
from reading and modifying any information transferred, including potential personal details. The 
two systems can be anything from a server and client (in a browser-to-server scenario) to two servers 
communicating with each other.

Understanding TLS is crucial for anyone involved in the development of applications that communicate 
over the internet. It’s not just about encrypting data; it’s about ensuring that entities at either end of 
the communication are who they claim to be. Without TLS, you’re essentially shouting your personal 
details through a megaphone in Times Square and hoping only the intended recipient is listening.

TLS pitfalls

There is a list of pitfalls and things to keep in mind when we’re dealing with TLS in general.

Let’s look at some of them:

•	 Validity: Ensure your certificates are valid (not expired) and renew them as necessary. Using 
expired certificates can lead to service outages.

•	 Security: Keep your private keys secure. If a private key is compromised, the corresponding 
certificate can be misused to intercept or tamper with secure communications.

•	 Trust: For production environments, use certificates issued by a trusted CA. Browsers and 
clients trust these CAs and will show warnings or block connections to sites with self-signed 
or untrusted certificates.
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•	 Domain matching: The domain name on the certificate must match the domain name that 
clients use to connect to your server. Mismatches can lead to security warnings.

•	 Certificate chains: Understand how to serve the full certificate chain (not just your server’s 
certificate) to ensure compatibility with clients.

•	 Performance: TLS/SSL has a performance impact due to the encryption and decryption process. 
Use efficient cipher suites and consider server and client capabilities.

To wrap up, think of implementing TLS in your applications as crafting a fine suit of armor for a knight. 
The materials (TLS protocols) must be of the highest quality, the design (your implementation) must 
be meticulous, and the fit (integration with your application) must be perfect. Just as a knight trusts 
their armor to protect them in battle, so too must your users trust your application to protect their 
data. Forge your armor well, and you will not only secure your application but also earn the trust and 
respect of those who rely on it.

Advanced networking
You’ve familiarized yourself with TCP sockets, conquered HTTP servers, and even wrapped your 
head around TLS. You might think that’s all there is to network programming in Go. How adorably 
naive. Now, prepare for a wild ride into the realm of UDP, WebSocket, and various techniques that 
will make you question your life choices.

Think of network programming as an unfinished game with perpetually changing rules. Just when 
you think you’ve grasped the basics, the developers throw in a new gameplay mechanic (such as 
real-time communication protocols), introduce unpredictable bugs (network latency), and crank up 
the difficulty level (scalability issues). Oh, and don’t forget the delightful online community, where 
opinions on the “best” way to do things are as numerous and conflicting as JavaScript frameworks.

Let’s start with the basics. UDP is the wild west of network protocols. It’s fast, unrelenting, and only 
cares if some data gets lost in the shuffle. It’s perfect for situations where speed is critical and a few 
lost bits here and there won’t cause a catastrophe, such as streaming video or online gaming.

UDP versus TCP

When we introduce UDP in our system, we can rely upon some advantages.

A handful of them are the following:

•	 Speed: UDP is blazingly fast due to its minimal overhead. It doesn’t bother with establishing 
connections or ensuring packet order, making it ideal where speed is critical.

•	 Low-latency applications: Time-sensitive applications such as real-time gaming, video 
streaming, and Voice over Internet Protocol (VoIP) often favor UDP because they prioritize 
minimizing delay over reliability.
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•	 Broadcast and multicast: UDP can easily send data packets to multiple recipients on a network, 
either to all devices in a broadcast or to a selective group in a multicast. This is useful for tasks 
such as service discovery and resource announcements.

•	 Simple applications: If your application needs a basic request-response structure without the 
complexity of handling a full connection, UDP offers a streamlined approach.

•	 Custom reliability: When you need fine-grained control over how your application handles 
errors and lost packets, UDP allows you to implement your own reliability mechanisms tailored 
to your specific use case.

UPD in Go

Golang’s net package provides excellent support for UDP programming. Key functions/types include 
the following:

•	 net.DialUDP(): Establishes a UDP “connection” (more of a communication channel)

•	 net.ListenUDP(): Creates a UDP listener to receive incoming packets

•	 UDPConn: Represents a UDP connection, providing methods such as the following:

	� ReadFromUDP()

	� WriteToUDP()

Before creating our application using UDP, let’s keep in mind the trade-offs:

Feature UDP TCP

Protocol type Connectionless Connection-oriented

Reliability Unreliable (no packet guarantees) Reliable (ordered delivery, 
error correction)

Overhead Low High

Speed Faster Slower

Use cases Real-time, low-latency communication, 
broadcasts/multicast, applications with 
custom reliability

Applications requiring 
guaranteed data delivery, 
data integrity

Traditional reliability in TCP often used a method called Go-Back-N. In the event of a lost packet, 
the following would happen:

•	 The sender would roll back and start retransmitting from the lost packet onward

•	 This meant even correctly received packets after the lost one got sent again (inefficient)
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This is fine for TCP due to its in-order delivery but wasteful for scenarios where order is less important.

In UDP, we can apply a technique called Selective Retransmissions (also known as Selective 
Acknowledgments, or SACK).

Selective Retransmissions

The whole idea is that the receiver keeps track of which packets have been received successfully, even 
if they arrive out of order, so that it can explicitly tell the sender which specific packets are missing, 
providing a list or range of missing sequence numbers. Lastly, the sender only retransmits packets 
the receiver marked as missing.

We can depict three major benefits of this strategy:

•	 Avoiding resending correctly received data, and improving bandwidth use in lossy conditions 
(particularly common over point-of-sale (POS) and edge connections)

•	 Avoiding unnecessary stalls waiting for missing data before later packets can be processed

•	 Helps minimize delays when an occasional loss is tolerable, but maximizing the throughput 
of newer data is important

Sounds nice, right? Let’s explore how we can implement this on the server side:

import (
     "encoding/binary"
     "fmt"
     "math/rand"
     "net"
     "os"
     "time"
)

First, we need to import all packages:

const (
     maxDatagramSize = 1024
     packetLossRate  = 0.2
)

type Packet struct {
     SeqNum  uint32
     Payload []byte
}
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Let’s make these declarations easier to grasp. Here’s the intention of each one:

•	 maxDatagramSize: The maximum size of a UDP packet. This is set to 1024 bytes but can 
be adjusted based on network conditions or requirements.

•	 packetLossRate: A constant to simulate a 20% packet loss rate in the network.

•	 Packet: A struct representing a packet with a sequence number (SeqNum) and data (Payload).

 Once we set these initial variables, we can advance with our main() function:

func main() {
     addr, err := net.ResolveUDPAddr("udp", ":5000")
     ...
     conn, err := net.ListenUDP("udp", addr)
     ...
     defer conn.Close()
     ...
}

Here, we initialize a UDP server listening on port 5000. net.ResolveUDPAddr is used to resolve 
the address on which the server listens. net.ListenUDP starts listening for UDP packets on the 
resolved address. defer conn.Close() ensures the server’s connection is closed properly when 
the function exits:

go func() {
     buf := make([]byte, maxDatagramSize)
     for {
          n, addr, err := conn.ReadFromUDP(buf)
          ...
          receivedSeq, _ := unpackUint32(buf[:4])
          ...
          sendAck(conn, clientAddr, receivedSeq)
     }
}()

This is a goroutine that continuously reads incoming packets. It reads the first 4 bytes of each packet 
to get the sequence number, assuming the sequence number is stored in the first 4 bytes. For each 
packet received, it sends an acknowledgment back to the sender using the sendAck() function:

for {
     packet := &Packet{
          SeqNum:  nextSeqNum,
          Payload: []byte("Test Payload"),
     }
     sendPacket(conn, clientAddr, packet)
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     ...
}

The main loop of the program creates packets with a sequence number and a test payload. sendPacket() 
attempts to send these packets to the client. Packet loss is simulated here; some packets are randomly 
dropped based on the packetLossRate value:

func sendPacket(conn *net.UDPConn, addr *net.UDPAddr, packet *Packet) 
{
     if addr == nil || addr.IP == nil {
          return // No client to send to yet
     }
     buf := make([]byte, 4+len(packet.Payload))
     binary.BigEndian.PutUint32(buf[:4], packet.SeqNum)
     copy(buf[4:], packet.Payload)

     // Simulate packet loss
     if rand.Float32() > packetLossRate {
          _, err := conn.WriteToUDP(buf, addr)
          if err != nil {
               fmt.Println("Error sending packet:", err)
          } else {
               fmt.Printf("Sent: %d to %s\n", packet.SeqNum, addr.
String())
          }
     } else {
          fmt.Printf("Simulated packet loss, seq: %d\n", packet.
SeqNum)
     }
}

Let’s explore the sendPacket() function:

1.	 Checks for a valid address: It first checks if addr (the client’s address) is nil or if addr.IP 
is nil. If either is true, it means there’s no valid client address to send the packet to, so the 
function returns immediately without doing anything.

2.	 Prepares the packet data: It creates a buf byte slice with a size that can hold the packet’s 
sequence number (4 bytes) plus the length of the packet’s payload. The sequence number is then 
placed at the beginning of this slice (buf[:4]) using binary.BigEndian.PutUint32, 
which ensures the number is stored in a big-endian format (network byte order). The payload 
is copied into the buffer right after the sequence number.
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3.	 Simulates packet loss: Before sending the packet, it simulates packet loss. This is done by 
generating a random float number between 0 and 1 using rand.Float32() and checking 
if this number is greater than the predefined packetLossRate value. If the condition is 
true, it proceeds to send the packet; otherwise, it simulates a packet loss by printing a message 
and not sending the packet.

4.	 Sends the packet: If the packet is not “lost” (based on the simulation), it attempts to send the 
packet using conn.WriteToUDP(buf, addr), where buf is the prepared data and 
addr is the client’s address. If the packet is successfully sent, it prints a message indicating the 
sequence number of the sent packet and the client’s address. If there’s an error during sending, 
it prints an error message:

func sendAck(conn *net.UDPConn, addr *net.UDPAddr, seqNum 
uint32) {
     ackPacket := make([]byte, 4)
     binary.BigEndian.PutUint32(ackPacket, seqNum)
     _, err := conn.WriteToUDP(ackPacket, addr)
     if err != nil {
          fmt.Println("Error sending ACK:", err)
     }
}

The sendAck() function is designed to send an acknowledgment (ACK) packet back to a client 
to confirm the receipt of a packet. Here’s a breakdown of its operations:

•	 Creates an ACK packet: It initializes a byte slice named ackPacket with a size of 4 bytes. 
This size is chosen because the function only needs to send back the sequence number of the 
received packet, which is a uint32 type and requires 4 bytes.

•	 Encodes the sequence number: The sequence number (seqNum) received as a parameter is 
encoded into the ackPacket byte slice using binary.BigEndian.PutUint32. This 
function call ensures that the sequenceencoding”  number is stored in a big-endian format, 
which is a standard way of representing numbers in network communications. The big-endian 
format means the most significant byte (MSB) is stored first.

•	 Sends the ACK packet: The function then attempts to send ackPacket back to the client 
using the conn.WriteToUDP() method, specifying ackPacket as the data to send and 
addr as the destination address. The addr parameter is the address of the client that originally 
sent the packet being acknowledged.

•	 Error handling: If there’s an error in sending the ACK packet, the function prints an error 
message, as shown in the previous code snippet, to the console. This could happen for various 
reasons, such as network issues or if the client’s address is no longer valid:

func unpackUint32(buf []byte) (uint32, error) {
     if len(buf) < 4 {
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          return 0, fmt.Errorf("buffer too short")
     }
     return binary.BigEndian.Uint32(buf), nil
}

The unpackUint32() function is designed to extract a uint32 value from a byte slice, ensuring 
that the byte slice is interpreted according to the big-endian byte order. Here’s a detailed explanation 
of its operations:

•	 Checks the buffer size: The function first checks if the length of the buf input byte slice is at 
least 4 bytes. This check is necessary because a uint32 value requires 4 bytes, and attempting 
to extract a uint32 value from a smaller buffer would result in an error. If the buffer is shorter 
than 4 bytes, the function returns 0 for the uint32 value and a "buffer too short" error.

•	 Extracts the uint32 value: If the buffer is at least 4 bytes long, the function proceeds to extract 
a uint32 value from it. This is done using binary.BigEndian.Uint32(buf), which 
reads the first 4 bytes of buf and interprets them as a uint32 value in big-endian order. 
Big-endian order means that the byte slice is read with the MSB first. For example, if buf 
contains [0x00, 0x00, 0x01, 0x02] bytes, the resulting uint32 value would be 258 
because 0x00000102 in hexadecimal corresponds to 258 in decimal.

•	 Returns the value and no error: The extracted uint32 value is returned along with nil for 
the error, indicating successful extraction:

func init() {
     rand.Seed(time.Now().UnixNano())
}

rand.Seed() seeds the random number generator to ensure that the simulated packet loss 
is unpredictable.

The complete source code can be found in the ch10 folder of the GitHub repository.

Production scenario
Keep in mind that a production-ready implementation would require more robust error handling 
and potentially more sophisticated data structures.

The decision between UDP and TCP often hinges on these trade-offs:

•	 Reliability versus speed: If guaranteed delivery of all data is essential, TCP is the way to go. 
If minimizing latency and tolerating some packet loss is acceptable, UDP is a stronger choice.

•	 Connection overhead: If you need to transfer large volumes of data with a persistent connection, 
TCP excels. For simple message-oriented exchanges, UDP’s reduced overhead is appealing.
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•	 Complexity: Techniques such as Selective Retransmissions add complexity on both the sender 
and receiver sides compared to simple retransmission.

WebSocket

Then there’s WebSocket, a protocol for real-time communication between a client and a server. It’s 
like having a direct phone line between two parties, allowing continuous, two-way communication. 
This starkly contrasts with the traditional request/response model of HTTP, making WebSocket ideal 
for applications that require instant updates, such as live chat applications or financial tickers. In 
other words, both client and server can send data spontaneously, unlike the request-response model 
of traditional HTTP.

Also, the connection is established through a handshake over HTTP but then upgraded to a long-lived 
TCP connection. Once established, it has minimal message framing overhead, making it suitable for 
real-time scenarios.

Now, let’s look at a simple example of setting up a WebSocket server. For this example, we will be 
using the gobwas/ws library. So, we need to get the library by executing the following command 
in the terminal:

go install github.com/gobwas/ws@latest

Once we have it, we can try to use the library as shown in the repository:

package main

import (
     "net/http"

     "github.com/gobwas/ws"
     "github.com/gobwas/ws/wsutil"
)

func main() {
     http.ListenAndServe(":8080", http.HandlerFunc(func(w http.
ResponseWriter, r *http.Request) {
          conn, _, _, err := ws.UpgradeHTTP(r, w)
           . . .
          go func() {
               defer conn.Close()

               for {
                    msg, op, err := wsutil.ReadClientData(conn)
                    if err != nil {
                         . . .
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                    }
                    err = wsutil.WriteServerMessage(conn, op, msg)
                    if err != nil {
                         . . .

                    }
               }
          }()
     }))
}

The key sections are the following:

•	 Imports: It imports necessary packages for HTTP and WebSocket handling

•	 Server setup: Uses http.ListenAndServe to start an HTTP server on port 8080

•	 Upgrade to WebSocket: Inside the HTTP request handler, it upgrades incoming HTTP 
connections to WebSocket connections using ws.UpgradeHTTP

•	 Handle WebSocket connection: For each connection, it launches a goroutine to handle messages

•	 Read messages: Continuously reads messages from the client using wsutil.ReadClientData

•	 Echo messages: Sends received messages back to the client using wsutil.
WriteServerMessage

•	 Close connection: Ensures the WebSocket connection is closed after handling messages or 
encountering an error

Since it is an HTTP server at the end of the day, we can explore how to call it from another Go client 
and even from your browser.

In the following snippet, we have our Go client:

package main

import (
     "bufio"
     "fmt"
     "net"
     "os"

     "github.com/gobwas/ws"
     "github.com/gobwas/ws/wsutil"
)

func main() {
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      ctx := contexto.Background()
     // Connect to the WebSocket server
     conn, _, _, err := ws.DefaultDialer.Dial(ctx, "ws://
localhost:8080")
     if err != nil {
          fmt.Printf("Error connecting to WebSocket server: %v\n", 
err)
          return
     }
     defer conn.Close()

     // Send a message to the server
     message := []byte("Hello, server!")
     err = wsutil.WriteClientMessage(conn, ws.OpText, message)
     if err != nil {
          fmt.Printf("Error sending message: %v\n", err)
          return
     }

     // Read the server's response
     response, _, err := wsutil.ReadServerData(conn)
     if err != nil {
          fmt.Printf("Error reading response: %v\n", err)
          return
     }

     fmt.Printf("Received from server: %s\n", response)

     // Keep the client running until the user decides to exit
     fmt.Println("Press 'Enter' to exit...")
     bufio.NewReader(os.Stdin).ReadBytes('\n')
}

Let’s see how it works:

1.	 Connect to the WebSocket server: The client uses ws.DefaultDialer.Dial to establish 
a WebSocket connection to the server at ws://localhost:8080

2.	 Send a message: Once connected, it sends a "Hello, server!" message using wsutil.
WriteClientMessage

3.	 Read response: The client then waits for and reads a response from the server using wsutil.
ReadServerData

4.	 Close connection: After receiving the response, 
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5.	 he connection is closed gracefully with defer conn.Close()

6.	 Wait for user input: Finally, the client waits for the user to press Enter before exiting, to ensure 
that the user has time to see the server’s response

Make sure your WebSocket server is running, and run your client by executing the following command 
in the terminal:

 go run client.go

The client will connect to the server, send a message, display the server’s response, and wait for you 
to press Enter before exiting.

To connect to the WebSocket server from a browser, you can use the WebSocket API available in 
modern web browsers. First, create an HTML file (for example, index.html) that will import the 
websocket.js script:

<!DOCTYPE html>
<html>
<head>
    <title>WebSocket Test</title>
</head>
<body>
    <script src="websocket.js"></script>
</body>
</html>

Now, we can create a JavaScript file (for example, websocket.js) that includes the code to connect 
to the WebSocket server, send messages, and receive messages:

document.addEventListener('DOMContentLoaded', function() {
    // Replace 'ws://localhost:8080' with the appropriate URL if your 
server is running on a different host or port
    var ws = new WebSocket('ws://localhost:8080');

    ws.onopen = function() {
        console.log('Connected to the WebSocket server');
        // Example: Send a message to the server once the connection 
is open
        ws.send('Hello, server!');
    };

    ws.onmessage = function(event) {
        // Log messages received from the server
        console.log('Message from server:', event.data);



Networking218

    };

    ws.onerror = function(error) {
        // Handle any errors that occur
        console.log('WebSocket Error:', error);
    };

    ws.onclose = function(event) {
        // Handle the connection closing
        console.log('WebSocket connection closed:', event);
    };
});

Running the example, open the index.html file in a web browser. This establishes a WebSocket 
connection to the server running on localhost:8080.

The JavaScript code connects to the WebSocket server, sends a "Hello, server!" message upon 
connection, and logs any messages received from the server to the console.

You can expand upon this by adding UI elements to send messages dynamically and display responses 
from the server.

There are many more combinations, designs, and options regarding networking programming with Go. 
In addition to these building blocks, we can choose an architecture pattern such as REST, whichever 
kind of messaging system makes sense to your use case, or even a Remote Procedure Call (RPC) 
framework such as gRPC. It’s crucial to make this decision to understand this base component of 
networking to grant us leverage on our choices and clear mental maps during troubleshooting sessions.

Reflecting on the labyrinth of advanced networking in Go, I recall a project that was as ambitious as 
it was fraught with peril. The requirements were simple on paper but complex in execution: real-time 
data synchronization across a distributed system with high reliability and low latency. It was a trial by 
fire, teaching me the importance of choosing the right tool for the job, the intricacies of connection 
pooling, and the delicate art of optimizing network performance.

To sum up, mastering advanced networking in Go is like assembling a high-performance engine. Each 
part, whether it’s UDP, WebSocket, or further options, plays a critical role in the machine’s overall 
performance. Connection pooling and network optimization are the fine-tuning that ensures peak 
efficiency. Just as a well-oiled engine powers a car to victory in a race, a well-architected network 
drives an application to success in the digital realm. So, gear up, dive deep into the documentation, 
and may your network connections be fast, reliable, and secure.
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Summary
We demystified network programming in Go. Starting with an overview of Go’s net package, the 
chapter introduced the fundamental building blocks of network programming, including establishing 
connections, handling data streams, and parsing network addresses. Through engaging examples 
and detailed explanations, readers learned to navigate the challenges of TCP socket programming, 
understand the nuances of HTTP servers and clients, and secure their applications with TLS.

By exploring both the theoretical aspects and practical implementations of network communication in 
Go, you gained a well-rounded understanding of how to build efficient, reliable, and secure networked 
applications. This knowledge not only enhances your Go programming skills but also prepares you 
for tackling complex networking challenges in real-world scenarios.

In the next chapter, we’ll examine how to observe our programs’ behavior using telemetry techniques, 
such as logging, tracing, and metrics.





11
Telemetry

In this chapter, we explore the practical world of telemetry, where the elegance of Go’s programming 
model meets the crucial need for application observability. We are equipping you with the tools of 
logging, tracing, and metrics to shed light on the inner workings of your Go applications, empowering 
you to ensure they run efficiently and reliably.

This chapter is your guide to enhancing the art and science of application telemetry. From the 
comprehensive practice of structured logging, which brings order and clarity to application logs, to 
the detailed insights offered by tracing and the thorough analysis enabled by metrics, this chapter 
covers it all.

The chapter will cover the following key topics:

•	 Logs

•	 Traces

•	 Metrics

•	 The OpenTelemetry (OTel) project

By the end of this chapter, you will have acquired the skills to observe, understand, and actively 
improve the performance and reliability of your apps, fostering a sense of engagement and motivation 
in your work.

Technical requirements
Make sure you have Docker installed on your machine. You can download it from the official Docker 
website (https://www.docker.com/get-started).

All the code shown in this chapter can be found in the ch11 directory of our Git repository.

https://www.docker.com/get-started
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Logs
Logging, the unsung hero of system programming, is often as overlooked as the “terms and conditions” 
checkbox on software updates. Most developers treat logging the same way teenagers treat a clean 
room: a nice idea in theory but somehow never a priority until things start to smell funny. The common 
misconception here? That logging is just an afterthought, a mere diary for your code to occasionally 
scribble in. Spoiler alert: it’s not!

Imagine, if you will, a software development version of an archeological dig. Each log entry is a carefully 
unearthed artifact, offering clues to the civilization (code base) that once thrived. Now, picture some 
developers at this dig, using a bulldozer (poor logging practices) to uncover these delicate treasures. 
The result? A lot of broken pottery and bewildered faces. This, my friends, is what happens when 
logging into Go is not given the respect and precision it demands.

Logging in Go, especially in the context of system programming, is an essential tool for understanding 
the behavior of applications. It provides visibility into the system, enabling developers to track down 
bugs, monitor performance, and understand traffic patterns. Go, being the pragmatic language it is, 
offers built-in support for logging via the standard library’s log package, but the plot thickens when 
system-level programming comes into play.

For system programming, where performance and resource optimization are paramount, the standard 
log package might not always cut it. This is where structured logging comes into the spotlight. 
Structured logging, as opposed to plain text logging, organizes log entries into a structured format, 
typically JSON. This format makes logs easier to query, analyze, and understand, especially when 
you’re sifting through mountains of data trying to find the proverbial needle in a haystack.

Let’s not just talk the talk; let’s walk the walk with a code snippet illustrating structured logging in Go:

package main

import (
     "os"

     "log/slog"
)

func main() {
     handler := slog.NewJSONHandler(os.Stdout)
     logger := slog.New(handler)
     logger.Info("A group of walrus emerges from the ocean", slog.
Attr("animal", "walrus"), slog.Attr("size", 10))
}
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This code utilizes the experimental slog package introduced in Go 1.21. It resides within the log 
sub-package (log/slog). It offers the convenience of no external dependencies being required, 
simplifying project management.

Let’s explore the snippet’s key points:

•	 handler := slog.NewJSONHandler(os.Stdout): This line creates a slog.Handler 
responsible for formatting and potentially routing log entries. Here, slog.NewJSONHandler 
generates a JSON formatter and os.Stdout specifies the standard output as the destination.

•	 logger := slog.New(handler): This line creates a slog.Logger instance. The 
newly created JSON handler is used to configure the logger’s output format and destination.

•	 Structured logging with attributes:

	� logger.Info("A group of walrus emerges from the ocean", slog.
Attr("animal", "walrus"), slog.Attr("size", 10)): This logs an 
informational message using the Info method

•	 slog.Attr("animal", "walrus"), slog.Attr("size", 10): These leverage 
slog.Attr to create key-value pairs (attributes) that enhance the log message with structured 
data. This makes logs easier to parse and analyze by tools or downstream applications.

Logging in Go is not just about keeping a record; it’s about making sense of your application’s story, one 
log entry at a time. Remember – like any good story, the devil is in the details (or in this case, the data).

Logging, in the realm of software development, serves as the cornerstone for understanding, diagnosing, 
and tracking the behavior of applications. It is akin to the breadcrumb trail left by Hansel and Gretel 
in the famous fairy tale, offering guidance back through the complex woods of your code base to 
understand what happened, when, and why.

At its core, logging involves recording events and data during the execution of a program. These events 
could range from general information about the application’s operation to errors and system-specific 
messages that provide insight into its health and performance. The significance of logging can be likened 
to the role of a flight recorder or “black box” in aviation; it captures crucial information that can be 
analyzed post-factum to understand events leading up to an incident or to optimize future performance.

Effective logging practices empower developers through the following:

•	 Debugging and troubleshooting: Logs are one of the main places to look when something 
goes wrong. They can help pinpoint where an error occurred and under what circumstances, 
reducing the time it takes to resolve issues.

•	 Security auditing: Logging access and transaction data can help detect unauthorized access 
attempts, data breaches, and other security threats, facilitating swift action.
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•	 Compliance and record keeping: In many industries, keeping detailed logs is a regulatory 
requirement for compliance purposes, serving as proof of proper data handling and other practices.

•	 Understanding user behavior: Logging can provide insights into how users interact with 
your application, which features are most popular, and where users may encounter difficulties.

Despite its critical role, logging is not without challenges. It requires a careful balance to ensure 
that the right amount of information is captured – too little and you may miss important clues; too 
much, and you’re sifting through a haystack looking for needles. The art and science of logging lie 
in determining what to log, how to log it, and how to make sense of the data collected, all while 
minimizing performance impacts on the application.

When we look for performance today, uber/zap is one of the fastest logging libraries out there. Let’s 
explore the main differences between using slog versus zap.

Zap versus slog

When deciding between slog and zap, consider your application’s specific needs.

For applications where performance is paramount, and you need fine-grained control over logging, 
zap offers proven speed and configurability.

If you’re looking for a modern, efficient logging solution that integrates well with Go’s context package 
and emphasizes simplicity and flexibility, slog may be the right choice.

Here is the zap version of the same example:

package main

import (
    "os"

    "go.uber.org/zap"
    "go.uber.org/zap/zapcore"
)

func main() {
    encoderConfig := zapcore.EncoderConfig{
        MessageKey: "message",
        LevelKey:    "level",
        EncodeLevel: zapcore.CapitalLevelEncoder,
        TimeKey:    "time",
        EncodeTime: zapcore.ISO8601TimeEncoder,
        CallerKey:    "caller",
        EncodeCaller: zapcore.ShortCallerEncoder,
    }
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    consoleEncoder := zapcore.NewConsoleEncoder(encoderConfig)
    consoleSink := zapcore.AddSync(os.Stdout)
    core := zapcore.NewCore(consoleEncoder, consoleSink, zap.
InfoLevel)
    logger := zap.New(core)
    sugar := logger.Sugar()
    sugar.Infow("A group of walrus emerges from the ocean",
        "animal", "walrus",
        "size", 10,
    )
}

This example is intentionally more exaggerated to depict how configurable the zap library is. Let me 
explain what is going on here, step by step:

1.	 Imports: We import go.uber.org/zap for core zap functionality and go.uber.org/
zap/zapcore for low-level configuration.

2.	 Encoder configuration: Zap uses encoders to format log entries. We set up a production-ready 
encoderConfig configuration for JSON output with human-readable keys.

3.	 Console logging: We create a console encoder (consoleEncoder) and an output destination 
(consoleSink) that writes to the standard output.

4.	 Core creation: The zapcore.NewCore function constructs the core of our logger, which 
combines the encoder, the sink, and the configured log level (zap.InfoLevel).

5.	 Logger creation: Using zap.New, we build a zap logger based on core.

6.	 Sugared logger: Zap’s sugared logger provides convenient methods such as Infow for 
logging. It makes it easier to add structured data to log messages (and runs slower than the 
non-sugared version).

However, both slog and zap enhance Go’s logging capabilities, extending beyond the standard library 
to offer structured, efficient, and flexible logging solutions. The choice between them depends on your 
application’s specific requirements, including performance considerations, the need for structured 
logging, and the level of customization required.

Logging for debugging or monitoring?

Debugging logs are primarily used during the development phase or when diagnosing issues in a system. 
Their main aim is to provide developers with detailed, contextual information about the application’s 
behavior at a specific moment in time, particularly when errors or unexpected behaviors occur.
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Here are the characteristics of debugging logs:

•	 Granularity: Debugging logs are often highly detailed, including verbose information about 
the state of the application, variable values, execution paths, and error messages.

•	 Temporary: These logs may be generated in a development environment or temporarily enabled 
in production to track down specific issues. They are not typically kept running permanently 
in a living environment due to their verbose nature.

•	 Developer focused: The audience for debugging logs is usually the developers who are familiar 
with the application’s code base. The information is technical and requires a deep understanding 
of the application’s internals.

The most common examples of these logs are stack traces and key variables at certain checkpoints.

When we’re logging for monitoring, logs are designed for the ongoing observation of an application 
in production. They help in understanding the application’s health and usage patterns over time, 
facilitating proactive maintenance and optimization.

Here are the characteristics of monitoring logs:

•	 Aggregation friendly: Monitoring logs are structured to be easily aggregated and analyzed by 
monitoring tools. They often follow a consistent format, making it simpler to extract metrics 
and trends.

•	 Persistent: These logs are continuously generated and collected as part of the application’s 
normal operation in production environments. They are less detailed than debugging logs to 
balance informativeness with performance overhead.

•	 Operational insight: The focus is on information relevant to the operation of the application, 
user activity, and error rates. The audience includes not only developers but also system 
administrators and operations teams.

For instance, we can see this kind of logging strategy on HTTP request logs including method, URL, 
and status code.

The main difference between these two methods is the objective, detail level, audience, and life span.

In essence, logging for debugging and monitoring serve complementary but distinct roles in the life 
cycle of an application. Effective logging strategies recognize these differences, implementing tailored 
approaches to meet the unique needs of debugging and monitoring.

When it comes to logging, the format you choose can significantly impact the readability, processing 
speed, and overall usefulness of your log data. Two popular formats are JSON logs and structured 
text logs. Choosing between them requires understanding their differences, advantages, and the 
specific needs of your application or environment. Let’s outline a framework to help us to make an 
informed decision.
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First, we should consider the log consumption tools:

•	 JSON logs: If you’re using modern log management systems or tools designed to ingest and 
query JSON data (such as Elasticsearch, Logstash, Kibana (ELK), or Splunk), JSON logs 
can be highly advantageous. These tools can natively parse JSON, allowing for more efficient 
querying, filtering, and analysis.

•	 Structured text logs: If your log consumption mainly involves reading logs directly for debugging 
purposes or using tools that don’t natively parse JSON, structured text logs might be preferable. 
Structured text logs can be easier to read for humans, especially when tailing logs in a console.

Also, we evaluate log data complexity:

•	 JSON logs: JSON is well suited for logging complex and nested data structures. If your application 
logs contain a wide variety of data types or structured data that benefits from hierarchical 
organization, JSON logs can encapsulate this complexity more effectively.

•	 Structured text logs: For simpler logging requirements where logs are primarily flat messages 
with a few key-value pairs, structured text logs can be sufficient and more straightforward to 
work with.

After this evaluation, we can assess performance and overhead:

•	 JSON logs: Writing logs in JSON format can introduce additional computational overhead due 
to serialization costs. For high-throughput applications where performance is critical, assess 
whether your system can handle this overhead without significant impact.

•	 Structured text logs: Generally, generating structured text logs is less CPU-intensive than JSON 
serialization. If performance is a paramount concern and your log data is relatively simple, 
structured text logging may be the more efficient choice.

Then, we can create a plan for log analysis and troubleshooting.

•	 JSON logs: For scenarios where logs are extensively analyzed to gain insights into application 
behavior, and user actions, or for troubleshooting complex issues, JSON logs provide a more 
structured and “queryable” format. They facilitate deeper analysis and can be automatically 
processed by many tools.

•	 Structured text logs: If your log analysis needs are straightforward or you primarily use logs 
for real-time troubleshooting without complex querying, structured text logs might suffice.
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Lastly, we can assess the development and maintenance context:

•	 JSON logs: Consider whether your development team is comfortable with JSON format 
and parsing, as well as whether your logging framework and infrastructure support JSON 
logging effectively

•	 Structured text logs: Structured text logs might be preferred for teams looking for simplicity 
and ease of use, especially if they are not using advanced log processing tools

The general guideline is as follows:

•	 Log consumption tools: Choose JSON for advanced processing tools; choose structured text 
for simplicity or direct consumption.

•	 Data complexity: Use JSON for complex, nested data; structured text for simpler data.

•	 Performance considerations: Opt for structured text when performance is critical; use JSON 
with performance impact in mind.

•	 Analysis and troubleshooting: Select JSON for in-depth analysis needs; structured text for 
basic troubleshooting.

•	 Team and infrastructure: Consider team familiarity and infrastructure capabilities.

Ultimately, the choice between JSON and structured text logs depends on balancing the specific needs 
of your application, the capabilities of your log processing infrastructure, and your team’s preferences 
and skills. It’s not uncommon for systems to employ both types in different contexts or layers of the 
application to optimize for both human readability and machine processing.

Understanding what to log and what not to log is crucial for maintaining efficient, secure, and useful 
logging practices.

What to log?

Proper logging can help you debug issues, monitor system performance, and understand user behavior. 
However, excessive, or inappropriate, logging can lead to performance degradation, storage issues, 
and security vulnerabilities.

Here’s a guide to help navigate these decisions:

•	 Errors: Capture any errors that occur. Include stack traces to facilitate debugging.

•	 System state changes: Log significant state changes within your application, such as system 
startup or shutdown, configuration changes, and status changes of critical components.

•	 User actions: Log key user actions, especially those that modify data or trigger significant 
processes in your application. This helps in understanding user behavior and diagnosing issues.
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•	 When you don’t have a metrics server in place:

	� Performance metrics: Log performance-related metrics such as response times, throughput, 
and resource utilization. This information is crucial for monitoring the health and performance 
of your system.

	� Security events: Log security-related events, such as login attempts, access control violations, 
and other suspicious activities. These logs are vital for security monitoring and incident response.

	� API calls: When your application interacts with external services through APIs, logging 
these calls can be helpful for tracking dependencies and troubleshooting issues.

•	 When you don’t have an audit system to send the system events:

	� Critical business transactions: Log important business transactions to provide an audit trail 
that can be used for compliance, reporting, and business intelligence purposes.

What not to log?

There is a series of information that’s not suitable for logging, such as the following:

•	 Sensitive information: Avoid logging sensitive information such as passwords, personal 
identification information (PII), credit card numbers, and security tokens. Exposure to such 
information can lead to security breaches and compliance violations.

•	 Verbose or debug information in production: While verbose or debug-level logs can be 
incredibly useful during development, they can overwhelm production systems. Use appropriate 
log levels and consider dynamic log level adjustment.

•	 Redundant or irrelevant information: Logging the same information multiple times or 
capturing irrelevant details can clutter your logs and consume unnecessary storage.

•	 Large binary data: Avoid logging large binary objects, such as files or images. These can 
significantly increase the size of your log files and degrade performance.

•	 User input without sanitization: Logging raw user input can introduce security risks, such as 
injection attacks. Always sanitize input before logging it.

The best practices can be summarized here:

•	 Use structured logging: Structured logs make it easier to search and analyze data. Use a 
consistent format such as JSON across your logs

•	 Implement log rotation and retention policies: Automatically rotate logs and define retention 
policies to manage disk space and comply with data retention requirements
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•	 Secure log data: Ensure that logs are stored securely, access is controlled, and transmission of 
log data is encrypted

•	 Monitor log files for anomalies: Regularly review log files for unusual activity or errors that 
could indicate operational or security issues

By following these guidelines, you can ensure that your logging practices contribute positively to the 
maintenance, performance, and security of your applications.

Remember, the goal is to capture enough information to be useful without compromising system 
performance or security.

Often, we need more information regarding the program execution and our series of records (logs) 
are not enough. This is where we rely on traces.

Traces
So, you’ve heard that tracing in Golang is as straightforward as pie, have you? Let’s not kid ourselves; 
in the realm of system programming, tracing is more like baking a soufflé in a microwave – sure, you 
might end up with something edible, but it’s hardly going to win you any Michelin stars.

Here’s an analogy that might tickle your fancy: Imagine you’re a detective in a software development 
murder mystery. The victim? System performance. The suspects? A motley crew of goroutines, each 
more suspicious than the last. Your only hope of cracking the case lies in the intricate art of trace 
analysis. But beware, this is no child’s play. You’ll need all your wit, wisdom, and a hefty dose of sarcasm 
to navigate through the quagmire of stack traces and execution threads.

Tracing in Golang, for those unacquainted with the finer points of system programming, is the 
Sherlock Holmes debugging tool. It allows developers to observe the behavior of their programs 
during execution, offering invaluable insights into performance bottlenecks and sneaky bugs that 
would otherwise remain as elusive as a well-behaved cat in a room full of rocking chairs.

At its core, Golang’s tracing framework leverages the runtime/trace package to let you peer into 
the running soul of your application. By collecting a wide range of events related to goroutines, heap 
allocation, garbage collection, and more, it sets the stage for a deep dive into the inner workings of 
your code.

The power of trace analysis comes alive with tools such as go tool trace, which parses trace 
files generated by your Go application and serves them up in a web interface that’s as revealing as it 
is mesmerizing. Here, you can visualize the execution of goroutines, track down latency issues, and 
get to the bottom of those performance mysteries that keep you up at night.
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Let’s take a practical look with a simple code example. Imagine you’ve wrapped your critical section 
with trace calls like so:

package main

import (
     "os"
     "runtime/trace"
)

func main() {
     trace.Start(os.Stderr)
     defer trace.Stop()

     // Your code here. Let's pretend it's something impressive.
}

When you run this program, it outputs a kind of ugly output, right?

This snippet kick-starts the tracing process, directing the output to stderr, where you can later analyze 
it to your heart’s content. Remember, this is just the tip of the iceberg.

Let’s step back and learn how to add the trace in our programs and check the output properly.

As you can see, to start tracing, you need to import the runtime/trace package. This package 
provides the functionality to start and stop tracing:

import (
    "os"
    "runtime/trace"
)

We need to call trace.Start at the point in your code where you want to begin tracing. Similarly, 
you should call trace.Stop when you want to end the tracing, usually after a specific operation 
you’re interested in measuring:

func main() {
    f, err := os.Create("trace.out")
    if err != nil {
        panic(err)
    }
    defer f.Close()

    err = trace.Start(f)
    if err != nil {
        panic(err)
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    }
    defer trace.Stop()
    // Your program logic here
}

Run your Go program as usual. The program will execute and generate a trace file named trace.
out (or whatever you named your file) in the current directory:

go run your_program.go

After your program has run, you can analyze the trace file using go tool trace. This command 
will start a web server that hosts a web-based user interface for analyzing the trace:

go tool trace trace.out

When you run this command, it will print a URL to your console. Open this URL in your web 
browser to view the trace viewer. The viewer provides various views to analyze different aspects of 
your program’s execution, such as the goroutine analysis, heap analysis, and other aspects we explored 
in Chapter 9, Analyzing Performance.

For programs with HTTP servers, the approach is slightly different. Let’s add tracing capabilities to 
this simple program:

package main

import (
    "fmt"
    "net/http"
)

func main() {
    http.HandleFunc("/", handler)
    fmt.Println("Server is listening on :8080")
    http.ListenAndServe(":8080", nil)
}

func handler(w http.ResponseWriter, r *http.Request) {
    fmt.Fprintf(w, "Hello, Tracing!")
}

To trace the HTTP endpoint, we’ll need to wrap your handler with a function that starts and stops 
tracing around the handler’s execution. You can use the runtime/trace package for tracing and 
net/http/httptrace for more detailed HTTP tracing.
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First, let’s modify our main package to include the runtime/trace package, as shown in the 
previous snippet. Then, create a trace wrapper for your HTTP handler:

import (
    "net/http"
    "runtime/trace"
)

func TraceHandler(inner http.HandlerFunc) http.HandlerFunc {
    return func(w http.ResponseWriter, r *http.Request) {
        ctx, task := trace.NewTask(r.Context(), r.URL.Path)
        defer task.End()

        trace.Log(ctx, "HTTP Method", r.Method)
        trace.Log(ctx, "URL", r.URL.String())

        inner(w, r.WithContext(ctx))
    }
}

Then, wrap your HTTP handlers with TraceHandler:

func main() {
    http.HandleFunc("/", TraceHandler(handler))
    fmt.Println("Server is listening on :8080")
    http.ListenAndServe(":8080", nil)
}

Follow the same steps as in the previous program to start and stop tracing, and then run your application. 
Make some requests to your server to ensure there’s activity to trace.

After stopping the trace and generating the trace file, use the go tool trace command to analyze 
the trace data. Pay special attention to the sections related to network I/O and HTTP requests to 
understand the performance of your endpoint.

Effective tracing

Instead of tracing your entire program, focus on the parts where performance is critical. This approach 
reduces the size of the trace file and makes analysis easier.

Spend some time exploring the different views available in the trace viewer. Each view provides 
insights into specific aspects of your program’s execution. Also, when analyzing the trace, look for 
unusual patterns or anomalies, such as goroutines that are blocked for a long time or excessive garbage 
collection pauses.
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Ensure that the context containing the trace is passed to any downstream calls made during the request 
handling. This allows for a more comprehensive trace that includes the entire request life cycle.

When possible, use middleware for tracing. For more complex applications, consider implementing 
tracing as middleware in your HTTP server. This approach allows for more flexibility and reusability 
across different parts of your application.

Reflecting on my own trials and tribulations with Golang’s tracing, I recall a project that was as bogged 
down as a luxury sedan in a mud wrestling pit. After hours of poring over trace outputs, I stumbled 
upon a revelation that was as profound as discovering your car keys in the refrigerator. It dawned 
on me that tracing, much like a skilled sommelier, could discern the subtle nuances between a fine 
performance and a disastrous bottleneck. In the end, the solution was as simple as rearranging some 
database calls, yet it underscored the nuanced sophistication of Golang’s tracing capabilities.

Tracing is primarily used for performance analysis and debugging. It’s particularly useful for identifying 
concurrency issues, understanding system behavior under load, and pinpointing sources of latency in 
distributed systems. It offers a more granular view of program execution compared to logging. While 
logging records discrete events or states, tracing in Go can provide a continuous, detailed account of 
program execution, including system-level events.

Logging versus tracing
Also, there are performance considerations in both cases. Logging and tracing can impact the 
performance of a Go application, but the impact is generally more significant with tracing, 
especially when using execution tracing in a production environment. Developers need to 
balance the level of detail captured against the performance overhead.

To wrap it up, think of tracing in Golang like dissecting a complex piece of machinery. Without the 
right tools and knowledge, you’re just a monkey with a wrench. But arm yourself with Golang’s tracing 
package, and you transform into a master mechanic, tuning your application to purr like a kitten on a 
warm lap. Remember, the devil is in the details, and sometimes, those details are hidden deep within 
the traces of your code.

Distributed tracing

Distributed tracing involves monitoring the complete journey of a request as it travels across various 
interconnected services in a distributed system. Imagine a complex e-commerce application with 
separate services for product search, shopping cart, payment processing, and order fulfillment. A 
single user request might trigger interactions with all these services.

How does it work? You might ask yourself. There are four key concepts: unique identifier, propagation, 
spans, and collection and analysis.
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A unique identifier (trace ID) is assigned to the initial request. This ID becomes the thread that ties 
together all subsequent logs and events related to that specific request.

The trace ID is then propagated across all services involved in handling the request. This can be 
done through headers in HTTP requests, messages in queues, or any mechanism suitable for the 
communication protocol between services.

Each service creates a “span” that captures information about its role in handling the request. This span 
might include details such as timestamps, service names, function calls, and any errors encountered.

The spans are collected by a central tracing system, which then stitches them together based on the 
trace ID. This provides a holistic view of the entire request flow, encompassing all the services involved.

The main benefits of distributed tracing are as follows:

•	 Enhanced observability: Distributed tracing sheds light on how requests move through your 
system, revealing potential bottlenecks and inefficiencies

•	 Root cause analysis: When errors occur, tracing helps pinpoint the exact service or component 
responsible, even if the error manifests itself much later in the request flow

•	 Performance optimization: By analyzing trace data, you can identify slow services or 
communication issues between services, enabling performance optimization efforts

•	 Debugging microservices: Debugging complex interactions between microservices becomes 
significantly easier with the context provided by distributed tracing

Several open-source and commercial tools are available for implementing distributed tracing. Some 
popular options include Zipkin, Jaeger, Honeycomb, and Datadog.

But what about the freedom to switch between observability tools and backend providers without 
requiring large changes to your application’s code? Later in this chapter, we’ll see there is a gap the 
OTel project is trying to fill.

Let’s continue to expand our knowledge with the next pillar of telemetry: metrics.

Metrics
Nothing screams “I’ve made it as a programmer” quite like obsessing over performance data in a 
language that was designed to be as exciting as watching paint dry on a rainy day. But here we are, poised 
to dive into the thrilling world of Go metrics, armed with the enthusiasm of a sloth on tranquilizers. 
It’s a delightful journey through a labyrinth of numbers and charts, where the Minotaur you’re facing 
is your own code, mysteriously gobbling up resources in ways that make quantum physics seem 
straightforward by comparison.
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Now, for those brave souls still with me and not deterred by the ominous shadows of impending doom, 
let’s get serious for a moment. Metrics in the context of Go are essential tools for understanding the 
behavior and performance of your applications. They provide insights into various aspects of your 
system, such as memory usage, CPU load, and goroutine counts. Go, with its minimalist charm and 
concurrency model, offers a plethora of opportunities for system programmers to shoot themselves 
in the foot, performance wise. Thankfully, it also provides band-aids in the form of built-in and third-
party libraries designed to collect, report, and analyze these metrics. The Go runtime, for example, 
exposes a wealth of performance data through the runtime and net/http/pprof packages, 
allowing programmers to monitor their applications in real time.

One of the more popular third-party libraries is Prometheus, with its Go client library offering a rich 
set of tools to define and collect metrics. It integrates seamlessly into Go applications, providing a 
robust solution for monitoring not just system-level metrics but also application-specific metrics that 
can help in diagnosing performance bottlenecks and understanding user behavior.

To give you a taste, let’s consider a simple example using Prometheus to collect HTTP request count 
in a Go web service:

package main

import (
     "fmt"
     "net/http"
     "time"

     "github.com/prometheus/client_golang/prometheus"
     "github.com/prometheus/client_golang/prometheus/promhttp"
)

var (
     requestsProcessed = prometheus.NewCounterVec(
          prometheus.CounterOpts{
               Name: "http_requests_processed",
               Help: "Total number of processed HTTP requests.",
          },
          []string{"status_code"},
     )
)

func init() {
     // Register metrics with Prometheus
     prometheus.MustRegister(requestsProcessed)
}
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func main() {
     http.Handle("/metrics", promhttp.Handler())

     http.HandleFunc("/", func(w http.ResponseWriter, r *http.Request) 
{
          time.Sleep(50 * time.Millisecond)
          code := http.StatusOK
          if time.Now().Unix()%2 == 0 {
               code = http.StatusInternalServerError
          }          requestsProcessed.WithLabelValues(fmt.
Sprintf("%d", code)).Inc()
          w.WriteHeader(code)
          fmt.Fprintf(w, "Request processed.")
     })

     fmt.Println("Starting server on port 8080...")
     http.ListenAndServe(":8080", nil)
}

This snippet uses the prometheus/client_golang library to interact with Prometheus. A 
counter metric http_requests_processed is used to track the number of HTTP requests, 
labeled by status code. The /metrics endpoint exposes metrics for Prometheus to scrape. Inside 
the HTTP handler, the counter metric is incremented with appropriate status code labels.

Simplicity
This is a basic example. Real-world applications would involve richer metrics and instrumentation.

Let’s run our Prometheus server by following these steps.

1.	 Create a Prometheus configuration file:

	� Create a new file and name it prometheus.yml

	� Paste the following basic configuration into the file:

global:
  scrape_interval: 15s

scrape_configs:
  - job_name: 'prometheus'
    static_configs:
      - targets: ['localhost:9090']
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2.	 Pull the Prometheus Docker image:

	� Open your terminal and run the following command to download the latest Prometheus 
Docker image:

docker pull prom/prometheus

3.	 Run the Prometheus container:

	� Use the following command to run Prometheus, mapping prometheus.yml to the container:

docker run -p 9090:9090 -v <path_to_your_prometheus.yml>:/etc/
prometheus/prometheus.yml prom/prometheus

	� Replace <path_to_your_prometheus.yml> with the actual path to your 
configuration file.

4.	 Access the Prometheus web interface:

	� Open your web browser and go to http://localhost:9090.

	� You should now see the Prometheus user interface.

5.	 Explore Prometheus:

	� In the expression browser (the Graph tab), type in a basic query such as up and click Execute. 
This should show you whether Prometheus itself is running.

	� Explore other built-in metrics, experiment with the query language, and get a feel for Prometheus.

Now, we can execute our code and see the metrics. First, we need to save the code and build it:

go build app.go && ./app

Explore the metrics:

•	 Access the metrics endpoint: Open your browser and visit http://localhost:8080/
metrics. You should see the raw Prometheus metrics output.

•	 Query the metrics: In the Prometheus UI (http://localhost:9090), try queries such 
as the following:

	� http_requests_processed: See the total number of requests, broken down by 
status codes

	� rate(http_requests_processed[1m]): View the request rate over the last minute



Metrics 239

We now can see our metrics, but what metrics can we use, and what metric should we use? Let’s 
explore this!

What metric should we use?

Choosing the right type of metric to monitor in your application is akin to selecting the appropriate 
tool for a job—use a hammer for nails, not for screws. In the world of monitoring and observability, 
the primary metric types—Counter, Gauge, Histogram, and Summary—each serve distinct purposes. 
Understanding these purposes is crucial to effectively measure and analyze your application’s behavior 
and performance.

Counters

A Counter is a simple metric that only goes up (increments) over time and resets to zero on restarts. 
It’s perfect for tracking occurrences of events. Use a Counter when you want to count things, such as 
requests served, tasks completed, or errors that occurred. For example, counting the number of times 
a user performs a specific action on your site.

Here are some use cases:

•	 Event counting: Perfect for counting occurrences of specific events. For instance, you could 
use a counter to track the number of user signups, tasks completed, or errors encountered.

•	 Rate measurement: Although the counter itself only goes up, you can measure the rate of 
increase over time, making it suitable for understanding how frequently an event is happening, 
such as requests per second.

Gauges

A Gauge is a metric that represents a single numerical value that can arbitrarily go up and down. It’s 
like a thermometer that measures the current temperature.

Use a Gauge for values that fluctuate over time, such as current memory usage, number of concurrent 
sessions, or the temperature of a machine. Gauges are great for monitoring resources where the current 
state at a specific point in time is more relevant than the rate of change.

Here are some use cases:

•	 Resource levels: Gauges are well suited for measuring quantities that can increase and decrease, 
such as the current memory usage, disk space remaining, or the number of active users

•	 Sensor readings: Any real-time measurement that fluctuates over time, such as temperature 
sensors, CPU load, or queue lengths
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Histograms

A Histogram samples observations (typically things such as request durations or response sizes) and 
counts them in configurable buckets. It also provides a sum of all observed values.

Use a Histogram when you need to understand the distribution of a metric, not just its average. 
Histograms are ideal for tracking the latency of requests or the size of responses in your application 
because they allow you to see not just the average but also how the values are spread out, such as the 
95th percentile latency.

Here are some use cases:

•	 Distribution measurement: Histograms excel when you need to capture the distribution of 
metric values over time. This is crucial for understanding not just averages but the variability 
and outliers in your data.

•	 Performance analysis: Ideal for measuring request latencies or response sizes. Histograms 
help identify long-tail delays that might not affect the average much but significantly impact 
user experience.

Summaries

Like Histograms, Summaries also sample observations. However, they calculate sliding window 
quantiles (e.g., the 50th, 90th, and 99th percentiles) instead of providing buckets. Summaries can be 
more computation intensive than Histograms because they compute these quantiles on the fly.

Use a Summary when you need precise quantiles over a sliding time window, especially for metrics 
where long-term accuracy is less critical than recent trends. They’re particularly useful for tracking 
request durations and response sizes when you need to know the exact distribution dynamically.

Here are some use cases:

•	 Dynamic quantiles: When you need accurate quantiles in a sliding time window, summaries 
are the best choice. They provide a more detailed view of metric distributions, adjusting as 
new data comes in.

•	 Recent trends analysis: Suitable for scenarios where recent performance is more relevant than 
long-term averages, allowing you to respond to changes in patterns quickly.

Choosing the right metric

The decision boils down to the nature of what you’re measuring and how you intend to use the data:

•	 Counting occurrences? Go with a Counter

•	 Measuring values that increase and decrease? A Gauge is your friend
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•	 Need to understand distributions? Histograms shine here

•	 Require dynamic quantiles over recent data? Summaries are the answer

Remember, the goal is not just to collect metrics but to derive actionable insights from them. Therefore, 
choosing the right type of metric is crucial for effective monitoring and analysis. It ensures you’re not 
just collecting data for the sake of it but are gathering information that can genuinely inform decisions 
about your application’s performance and design.

To learn more about metrics and how to query them, please look at the Prometheus 
documentation (https://prometheus.io/docs/concepts/metric_types/).

In conclusion, metrics in Golang is like embarking on a grand adventure in a submarine. You’re under 
the surface, in the deep dark sea of code, navigating through the murky waters of performance. Your 
metrics are your sonar, pinging against potential issues and guiding you through the abyss to the 
promised land of efficient, scalable software. Remember, in the vast ocean of system programming, it’s 
not the size of the ship that matters, but the power of your metrics that charts the course to success.

The OTel project
OTel is an open-source, vendor-neutral project under the Cloud Native Computing Foundation 
(CNCF). It provides a set of standards, APIs, and SDKs for instrumenting, generating, collecting, 
and exporting telemetry data.

This data includes traces (the flow of requests through systems), metrics (measurements about system 
behavior), and logs (structured event records). Also, it aims to standardize how applications are 
instrumented, making it easier to adopt observability tools without vendor lock-in.

When we look from the maturity perspective, Golang is one of the primary supported languages within 
OTel. Basically, it provides a comprehensive SDK with libraries for the following:

•	 Tracing: go.opentelemetry.io/otel/trace

•	 Metrics: go.opentelemetry.io/otel/metric

•	 Context propagation: go.opentelemetry.io/otel/propagation

OTel’s Go SDK integrates seamlessly with popular libraries and frameworks, making adding 
instrumentation to your existing Golang applications easy.

Also, the SDK supports various exporters, enabling you to send your telemetry data to different 
analysis backends. An exhaustive list of vendors can be found on the OTel website (https://
opentelemetry.io/ecosystem/vendors/).

https://prometheus.io/docs/concepts/metric_types/
https://opentelemetry.io/ecosystem/vendors/
https://opentelemetry.io/ecosystem/vendors/
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The major benefits of adopting OTel for Go projects are as follows:

•	 Vendor neutrality: You have the freedom to switch between observability tools and backend 
providers without requiring large changes to your application’s code

•	 Streamlined instrumentation: OTel makes instrumenting your Golang services easier and 
less tedious

•	 Unified data format: It provides standardized data formats, ensuring your trace and metric 
data can be understood by multiple platforms and tools

•	 Strong community: The Golang SDK is backed by an active community, offering support, and 
contributing to continuous improvement

As OTel gains even wider adoption, it’s likely to become the de facto standard for observability in 
Golang applications. This standardization benefits the entire ecosystem by promoting vendor neutrality, 
portability, and easier adoption of best practices.

OTel
So, you think adding OTel to your program is like snapping some fancy Lego bricks together, huh? 
A bit of configuration magic, a sprinkle of auto-instrumentation, and voila – instant observability! 
Well, let’s just say you’re in for a surprise, my friend.

Now, before you toss your keyboard in frustration, let’s break down what OTel is. Think of it as a universal 
toolbox for collecting telemetry data from your application. OTel, in turn, is like your application’s 
internal monologue – traces of its execution, performance metrics, logs, and other whispers of its 
inner workings. OTel lets you shine that light into the darkest corners of your code base, revealing 
where things slow down, where errors sprout, and how your users interact with your creation.

Logs are not ready yet
The Logs SDK for Go is in development and we can follow the status on the official status page 
for the SDK: https://opentelemetry.io/status/. Therefore, the following examples 
will use the uber/zap library for logging.

OTel itself is a set of specifications, APIs, and SDKs. It doesn’t magically make your app observable. 
You’ll need to strategically place sensors (think of them as fancy probes) throughout your code. This 
is where the “fun” of manual instrumentation comes in, along with deciding what data to collect in 
the first place.

https://opentelemetry.io/status/
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Let’s create a program that uses Otel from scratch. The following are the steps:

1.	 Create your Go project: Create a new directory for your project and initialize a Go module:

mkdir telemetry-example
cd telemetry-example
go mod init telemetry-example

2.	 Install dependencies: Install the necessary packages for OTel and zap logging:

go get go.uber.org/zap
go get go.opentelemetry.io/otel
go get go.opentelemetry.io/otel/exporters/otlp/otlptrace
go get go.opentelemetry.io/otel/exporters/otlp/otlptrace/
otlptracehttp
go get go.opentelemetry.io/otel/sdk/resource
go get go.opentelemetry.io/contrib/instrumentation/net/http/
otelhttp
go get go.opentelemetry.io/otel/semconv/v1.7.0

3.	 Initialize zap Logger: Create a new main.go file in your project directory. First, let’s set up 
zap for advanced logging:

package main

import (
    "go.uber.org/zap"
)

func main() {
    logger, _ := zap.NewProduction()
    defer logger.Sync() // Flushes buffer, if any
    sugar := logger.Sugar()
    sugar.Infow("This is an example log message", "location", 
"main", "type", "exampleLog")
}

This code snippet initializes a production-grade logger with zap, which provides structured 
logging capabilities.

4.	 Configure OTel tracing: Next, add OTel tracing to your application, sending data to the 
OTel Collector:

import (
    "context"
    "net/http"
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    "go.opentelemetry.io/otel"
    "go.opentelemetry.io/otel/exporters/otlp/otlptrace"
    "go.opentelemetry.io/otel/exporters/otlp/otlptrace/
otlptracehttp"
    "go.opentelemetry.io/otel/sdk/resource"
    sdktrace "go.opentelemetry.io/otel/sdk/trace"
    semconv "go.opentelemetry.io/otel/semconv/v1.7.0"
    "go.opentelemetry.io/contrib/instrumentation/net/http/
otelhttp"
)

func main() {
    // Previous Zap logger setup...

    ctx := context.Background()
    traceExporter, err := otlptrace.New(ctx, otlptracehttp.
NewClient())
    if err != nil {
        sugar.Fatal("failed to create trace exporter: ", err)
    }

    tp := sdktrace.NewTracerProvider(
        sdktrace.WithBatcher(traceExporter),
        sdktrace.WithResource(resource.NewWithAttributes(
            semconv.SchemaURL,
            semconv.ServiceNameKey.String("ExampleService"),
        )),
    )
    otel.SetTracerProvider(tp)
}

This section adds tracing, configured to export trace data via the OTel Protocol (OTLP).

5.	 Add a sample HTTP handler: For demonstration, add a simple HTTP handler that emits 
traces and logs for each request:

func exampleHandler(w http.ResponseWriter, r *http.Request) {
    _, span := otel.Tracer("example-tracer").Start(r.Context(), 
"handleRequest")
    defer span.End()

    zap.L().Info("Handling request")
    w.Write([]byte("Hello, World!"))
}

func main() {
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    // Previous setup...

    http.Handle("/", otelhttp.NewHandler(http.
HandlerFunc(exampleHandler), "Example"))
    sugar.Fatal(http.ListenAndServe(":8080", nil))
}

6.	  Run your application: Before running your application, run docker-compose with the 
file located in the ch11/otel/ directory in your terminal:

docker-compose up

The collector should be set up to receive traces on the default OTLP port and route them to 
your tracing backend.

Run your application:
go run main.go

7.	 Access the application (e.g., http://localhost:8080/) from your browser or using curl:

curl http://localhost:8080/

Voilà! We made an application leveraging OTel’s lock-in-free characteristics!

Back in my day, we used to debug systems with print statements and the occasional panicked curse. 
OTel is a far more civilized approach. Think of it like building your own intricate network of informants 
within your code. They’ll report back every detail, letting you pinpoint problems not just faster, but 
sometimes even before they wreak havoc.

Isn’t that better than a good ol’ debugging brawl? Now, it’s time to wrap up.

Summary
As we conclude this chapter on telemetry in Go, we’ve journeyed through the essential practices 
and tools that illuminate the inner mechanics of Go applications, enhancing their observability. 
This exploration began with an in-depth look at logging, where we learned to transcend essential 
log messages, adopting structured logging for its clarity and ease of analysis. We then navigated the 
complex yet crucial world of tracing, uncovering the intricate execution paths of our applications to 
identify and resolve performance bottlenecks. Also, we ventured into metrics, where quantitative data 
measurement enabled us to monitor and tune our applications for optimal performance. Lastly, we 
combined all the knowledge in a vendor-free solution backed by OTel.

In the next chapter, we’ll start to look at how to distribute our apps.
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Distributing Your Apps

In this chapter, we will explore key concepts and practical applications of distributing your Go 
applications using modules, continuous integration (CI), and release strategies. As we progress, you 
will be adept at using Go modules for dependency management, setting up CI workflows to automate 
testing and builds, and mastering the release process to distribute your applications seamlessly.

The chapter will cover the following key topics:

•	 Go modules

•	 CI

•	 Releasing your application

By the end of this chapter, you will have acquired the knowledge to manage dependencies precisely, 
automate your testing and build processes to catch errors early, and efficiently package and release 
your applications. These skills provide the foundation for maintaining robust software projects that 
are easy to manage, update, and scale with the team size without adding extra layers of bureaucracy.

Technical requirements
All the code shown in this chapter can be found in the ch12 directory of our git repository.

Go Modules
Go Modules, the beacon of hope in a sea of dependency chaos. Alright – maybe handling dependencies 
in Go isn’t quite as simple as a Sunday morning stroll in the park. But consider it more like planning a 
mission to Mars – complex, yes, but with the right tools (modules), the potential rewards are stellar.

Introduced in Go 1.11, Go Modules fundamentally reshaped the landscape of package management 
in Golang, especially pertinent in the realm of system programming. This feature provides a robust 
system for managing project dependencies, encapsulating specific versions of external packages your 
project relies on. At its core, Go Modules enables reproducible builds by leveraging a module cache 
and a defined set of dependencies, thus eliminating the infamous “works on my machine” syndrome.
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Go Modules tackled several categories of issues that make the experience of using it absurdly more robust. 
I can highlight three of them: reliable versioning, reproducible builds, and managing dependency bloat. 
Let me explain the main changes before and after the Go Modules introduction for each one of them.

Let’s look at reliable versioning first:

•	 Before: The way dependencies were specified in Go projects left room for interpretation. It 
might not have been entirely clear which version of a package you were requesting. As a result 
of the ambiguity, you couldn’t be completely sure what code would be included in your project 
when you added a dependency. There was a possibility of unexpected versions or even different 
packages being pulled in.

•	 After: Introduced the concept of Semantic Versioning (SemVer), ensuring you know the kind 
of changes a dependency update contains, reducing unpredictable breakages.

Let’s now turn to reproducible builds:

•	 Before: Relying on external package repositories meant a build could fail later if dependencies 
changed or disappeared

•	 After: The introduction of the Go Module proxy and the ability to vendor (storing a copy of 
dependencies within the project) guarantees your code always builds the same way

Finally, let’s look at managing dependency bloat:

•	 Before: Nested dependencies could easily spiral out of control, adding size and complexity

•	 After: Go modules calculate the minimal set of required dependencies, keeping your project lean

A module is a collection of related Go packages. It serves as a “versionable” and interchangeable unit 
of source code.

Modules have two main objectives: to maintain the specific requirements of dependencies and to 
create reproducible builds.

Let’s start by imagining you’re organizing a library. This library will serve as our analogy for understanding 
modules, version control, and SemVer. Think of a module as a thrilling book series. Each series is 
a collection of related books released together, volume by volume. Just as with the Harry Potter 
series, each book contributes to the larger narrative, creating an exciting and cohesive story. Now, 
imagine every book in the series lists all previous volumes and specifies the exact editions required 
to understand the current book. This ensures that no matter where you pick up the series, you have a 
consistent experience, just like how modules ensure consistent builds by recording precise dependency 
requirements. Visualize a version control repository as a well-organized bookshelf in a library. Each 
bookshelf contains one complete book series, neatly arranged for readers to find and follow the series 
without confusion.



Go Modules 249

But how do they relate to each other? Simple: A repository is like a section in a library dedicated to 
a specific series or collection. Each module represents a book series within this section. Each book 
series (module) consists of individual books (packages). Finally, each book (package) contains chapters 
(Go source files), all within the covers (directory) of that book.

If using git, the version will be associated with the repository’s tags.

SemVer
SemVer (Major.Minor.Patch) uses a numbering system to indicate what kind of changes 
(breaking, new features, bug fixes) are included in a software update. The full SemVer specification 
can be found at https://semver.org/.

The routine using modules

The workflow for a sunny day would be the following:

1.	 Add the imports in your .go files as needed.

2.	 The go build or go test commands will automatically add new dependencies to satisfy 
the imports (automatically updating the go.mod file and downloading the new dependencies).

There will be times when it is necessary to choose specific versions of a dependency. In such cases, 
the go get command should be used.

The format for the go get command is <module-name>@<version>, as in the following example:

go get foo@v1.2.3

Changing the module file directly
It is also possible to change the go.mod file directly, if necessary. In any case, prefer to let the 
Go commands make changes to the file.

Let’s explore how to use them, first, by creating our first module.

Creating a new module

Let’s start by creating a new Go module for our project.

The first step is to set up our workspace:

mkdir mybestappever
cd mybestappever

https://semver.org/
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We can initialize our module by running a simple command:

go mod init github.com/yourusername/mybestappever.

This command creates a go.mod file that will keep track of your module’s dependencies.

Assume we have a new main.go file with the following content:

package main

import (
    "context"
    "fmt"
    "time"

    "github.com/alexrios/timer/v2"
)

func main() {
sw := &timer.Stopwatch{}
ctx, cancel := context.WithCancel(context.Background())
defer cancel()

if err := sw.Start(ctx); err != nil {
    fmt.Printf("Failed to start stopwatch: %v\n", err)
    return
}

time.Sleep(1 * time.Second)
sw.Stop()

elapsed, err := sw.Elapsed()
if err != nil {
    fmt.Printf("Failed to get elapsed time: %v\n", err)
    return
}
fmt.Printf("Elapsed time: %v\n", elapsed)
}
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Also, let’s assume we have a main_test.go file with the following content:

package main

import (
    "context"
    "testing"
    "time"

    "github.com/alexrios/timer/v2"
)

func TestStopwatch(t *testing.T) {
    sw := &timer.Stopwatch{}
    ctx, cancel := context.WithCancel(context.Background())
    defer cancel()

    if err := sw.Start(ctx); err != nil {
        t.Fatalf("Failed to start stopwatch: %v", err)
    }

    time.Sleep(1 * time.Second)
    sw.Stop()

    elapsed, err := sw.Elapsed()
    if err != nil {
        t.Fatalf("Failed to get elapsed time: %v", err)
    }
    if elapsed < 1*time.Second || elapsed > 2*time.Second {
        t.Errorf("Expected elapsed time around 1 second, got %v", 
elapsed)
    }
}

Execute the tests using the go test command. When you run it, the Go tool automatically resolves 
any new dependencies, updates the go.mod file, and downloads the necessary modules.

If you check the go.mod file, you should see a new line for the dependency:

require github.com/alexrios/timer/v2 v2.0.0
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Understanding module versioning

Go uses a Minimal Version Selection (MVS) algorithm to manage dependencies. MVS ensures that 
the build uses the minimal versions of modules that satisfy the requirements of the go.mod file.

When you build or test a Go module, MVS determines the set of module versions to use based on 
the version requirements specified in the go.mod files of your module and its dependencies. Here’s 
how MVS resolves these versions:

•	 Starting point: The process starts with your module’s go.mod file, which specifies the versions 
of direct dependencies.

•	 Propagating requirements: MVS reads the go.mod files of the direct dependencies to 
gather their dependencies and their required versions. This process continues recursively for 
all dependencies.

•	 Selecting versions: MVS selects the highest required version for each module among all the 
go.mod files that mention it. The highest required version is considered the minimal version 
that satisfies all version requirements.

•	 Minimizing versions: The algorithm ensures that the minimal version of each module is selected, 
meaning no higher version than necessary is chosen. This reduces the risk of introducing 
unintended changes or incompatibilities.

By always selecting the minimal versions that satisfy all requirements, MVS avoids unnecessary 
upgrades and reduces the risk of introducing breaking changes from dependency updates.

To list the current module and all its dependencies, you can use the go list command:

go list -m all

The output will include the main module followed by its dependencies:

github.com/yourusername/mybestappever
github.com/alexrios/timer/v2 v2.0.0

Hey! There is a new file in the folder: go.sum.

The go.sum file contains checksums of the content of specific module versions. This ensures that 
the same module versions are used consistently across builds. Here’s an example of what you might 
see in a go.sum file:

github.com/alexrios/timer/v2 v2.0.0 h1:...
github.com/alexrios/timer/v2 v2.0.0/go.mod h1:...
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Updating dependencies

To update a dependency to the latest version, we can use the go get command:

go get github.com/alexrios/timer@latest

To update to a specific version, specify the version explicitly:

go get github.com/yourusername/timer@v1.1.0

Sometimes, you need to specify exact versions of dependencies. You can do this directly in the go.mod 
file or by using the go get command, as shown previously. This is useful for ensuring compatibility 
or needing specific features or bug fixes from a particular version.

Semantic import versioning

Go modules follow SemVer, which uses version numbers to convey meaning about the stability and 
compatibility of releases. The versioning scheme is v<MAJOR>.<MINOR>.<PATCH>:

•	 Major versions indicate incompatible API changes

•	 Minor versions add functionality in a backward-compatible manner

•	 Patch versions include backward-compatible bug fixes

For example, v1.2.3 indicates major version 1, minor version 2, and patch version 3.

When a module reaches version 2 or higher, the major version must be included in the module path. 
For example, version 2 of github.com/alexrios/timer is identified as github.com/
alexrios/timer/v2.

You can trigger the dependencies verification at any time using the following command:

go mod tidy

The go mod tidy command in Go is essential for maintaining clean and accurate go.mod and 
go.sum files. It scans your project’s source code to determine which dependencies are used, adding 
missing ones and removing unused ones from the go.mod file. Additionally, it updates the go.sum 
file to ensure consistent checksums for all dependencies. This process helps to keep your project 
free from unnecessary dependencies, reduces security risks, ensures reproducible builds, and makes 
dependency management more manageable. Regularly using go mod tidy ensures that your Go 
project’s dependencies are up to date and accurately reflect the code base’s requirements.

The github.com/alexrios/timer library is public, but in your company, you’ll probably use 
closed source libraries, commonly called private libraries. Let’s see how to use them.
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Using private libraries

When working with Go modules that are hosted in private repositories, you need a setup that ensures 
secure and direct access, bypassing the public Go module proxy. This section will walk you through 
configuring Git and the Go environment for seamless work with private Go modules on GitHub.

First, you need to navigate to your home directory and open the .gitconfig file, adding the 
following configuration:

[url "ssh://git@github.com/"]
    insteadOf = https://github.com/

These lines tell Git to automatically use SSH (ssh://git@github.com/) whenever it encounters 
a GitHub URL that starts with https://github.com/.

Once it’s done, we can now configure the Go environment for private modules.

The GOPRIVATE environment variable prevents the Go tools from attempting to fetch modules listed 
in it from the public Go module mirror or proxy. Instead, it fetches them directly from their source, 
which is necessary for private modules.

You should set GOPRIVATE for a single private repository by running the following command in your 
terminal, replacing <org> and <project> with your GitHub organization and repository name:

go env -w GOPRIVATE="github.com/<org>/<project>"

Alternatively, set GOPRIVATE for all repositories in an organization. If you work with multiple private 
repositories under the same organization, it’s convenient to use a wildcard (*) to cover them all:

go env -w GOPRIVATE="github.com/<org>/*"

Here are some additional tips:

•	 Verify your GOPRIVATE settings: Use go env GOPRIVATE to display the current settings.

•	 Using SSH keys with GitHub: Ensure your SSH keys are set up and added to your GitHub 
account. This setup allows you to push to and pull from your repositories without entering 
your username and password each time.

•	 Troubleshooting: If you encounter issues with accessing private repositories, verify your SSH key 
is loaded into the SSH agent. You can add your SSH key to the SSH agent by running ssh-add 
~/.ssh/your-ssh-key (replace your-ssh-key with the path to your SSH key).

You’ve configured your environment to securely work with Go modules housed in private GitHub 
repositories! This setup simplifies development workflows by automating authentication for Git 
operations and ensuring direct, secure access to your private Go modules.
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Version control and go install

The most fundamental way is to host your Go program code in a public version control repository 
(such as GitHub, GitLab, and so on). Users with Go installed can then use the go install command 
followed by your repository’s URL to fetch, compile, and install your program.

In the root of our module, we can simply execute the following command:

go install

This makes the program accessible from any directory on your system by just typing its name in the 
terminal. To test if the installation worked, open a new terminal window and type the following:

hello

With go install, your compiled programs live in $GOPATH/bin.

Since version 1.16, the go install command can install a Go executable from a specific version.

To make it simple to grasp, let’s use the https://github.com/alexrios/endpoints 
repository as our target.

This repository has a v0.5.0 tag, so to install this specific version, we can run the following:

go install github.com/alexrios/endpoints@v0.5.0

When you don’t know or don’t want to discover what is the latest version of the executable, you can 
simply use latest instead:

go install github.com/alexrios/endpoints@latest

Note that within the Go ecosystem, you can install other executables without any special tool or 
process. Pretty powerful, huh?

But what about projects with multiple modules? How easily we can deal with them? Quick answer: 
Not easy at all before Go version 1.18.

Instead of introducing all folklore and the nightmares of Go early days, let’s go “back to the future” and 
keep our focus on how easily we can do it. Version 1.18 introduced the concept of module workspaces.

Module workspaces

A Go module workspace is a way to group multiple Go modules that belong to the same project. This 
feature, introduced to tackle the very beast of dependency management, allows developers to work 
with multiple modules simultaneously. They aren’t just about neatness. It fundamentally changes how 
the Go toolchain resolves dependencies.

https://github.com/alexrios/endpoints
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A Go workspace is a directory containing a unique go.work file referencing one or more go.mod 
files, each representing a module. This setup permits us to build, test, and manage multiple interrelated 
modules without the usual headaches of version conflicts.

Within a workspace, the Go compiler treats them as peers instead of relying on an external go.mod 
file for each module. It looks at the workspace’s go.work file, which lists all modules within the 
project, making sure everyone plays nicely together.

In other words, workspaces create a self-contained ecosystem for your project. Any changes you make 
within one module immediately ripple across the others. This streamlines development, particularly 
when juggling interconnected components of a larger application.

Enough talk; let’s see it in action. Consider this simple workspace setup:

go work init ./myproject
go work use ./moduleA
go work use ./moduleB

The go.work file acts as the orchestrator within this workspace. It ensures that when you run your 
Go commands, all referenced modules are considered as part of a single unified code base. This is 
particularly handy when you are developing interdependent modules or when you want to test local 
changes across modules without committing them upstream.

With this configuration, both moduleA and moduleB are part of the same workspace, allowing 
seamless integration testing and development.

The practical implications are profound. Suppose you have two modules: moduleA and moduleB. 
moduleA depends on moduleB. Traditionally, updating moduleB could be a nightmare of version 
pinning and backward compatibility. With a workspace, however, you can modify both modules at 
once and test the integrations in real time.

Here’s a simple go.work file to illustrate:

go 1.21
use (
    ./path/to/module-a
    ./path/to/module-b
)

The last bit of the adventure with module workspaces is to synchronize modifications within the workspace.

Every time we change a go.mod file from our modules or add or remove modules from our workspace, 
we should run the following:

go work sync
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This command will keep us away from problems such as the following:

•	 Inconsistency: The changes you made to the go.mod file will be out of sync with your go.work 
file. This discrepancy can lead to confusion and potential errors.

•	 Unexpected build/test behavior: When you run commands such as go build or go test, 
there are a few scenarios depending on how Go is resolving dependencies:

	� Go might ignore your changes: If the required version according to your go.work file is 
already cached locally, Go might use the cached version instead of the one you specified in 
the modified go.mod.

	� Builds might break: If your change introduces incompatible dependency versions or the 
required version is not available, your builds and tests could fail.

	� Issues with collaboration: If you’re working with others on a project, inconsistent dependency 
declarations can lead to problems with builds reproducing on different machines.

If you forget this command, it can lead to wasted time debugging unexpected build failures caused 
by misaligned dependencies. Also, it might be difficult to track down the root cause of issues if you 
forget that you’ve manually modified a go.mod file. From a team collaboration perspective, the project 
becomes harder to maintain when different developers’ environments have diverging dependency states.

This approach to module management isn’t just about keeping your sanity intact—it’s about fostering 
an environment where logistical nightmares don’t bog down innovation. So, the next time you find 
yourself juggling Go modules, remember that workspaces are your friend, not just another layer of 
complexity to your project.

Although our module knowledge is ready to be tested, we want to ensure that everything is running 
smoothly and (hopefully) without bugs. This is when CI takes place.

CI
CI is like a babysitter for your code. Ha! If you believe that, you’ve probably never tried wrestling a herd 
of untamed microservices into a semblance of order while simultaneously battling an infrastructure 
that melts down faster than a popsicle in the Sahara Desert.

Let’s be real – CI is more like wrangling a multi-headed hydra: one head spews out unit tests, another 
spits out integration tests, and somewhere in the tangled mess, there’s probably a build pipeline and 
deployment lurking about. CI, done right, is less about babysitting and more like a brutal code boot 
camp with an unforgiving drill sergeant.

So, what the heck is CI, as the cool kids call it? In the realm of Go, particularly for system programming, 
CI is the art of constantly merging code changes into a shared repository and relentlessly testing the living 
daylights out of the result. It’s about catching errors early, ensuring that new code doesn’t break the whole 
system, and automating those tedious tasks that would otherwise have us all weeping into our keyboards.
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Think of CI as your automated code quality control. It’s where you put build scripts and test suites, 
maybe toss in some static analysis and linting for good measure, and then wire it all together to run 
every time someone commits a change. Why, you ask? Well, because nothing builds character in a 
code base quite like breaking it repeatedly and forcing your teammates to fix it.

Let’s get practical. Here’s a snippet of how a basic CI setup with GitHub Actions might look for your 
Go project:

name: Go CI on Commit

on:
  push:

jobs:
  test-and-dependencies:
    runs-on: ubuntu-latest

    steps:
      - uses: actions/checkout@v3
      - name: Set up Go
        uses: actions/setup-go@v3
        with:
          go-version: '^1.21'
      - name: Get dependencies
        run: go mod download
      - name: Run tests
        run: go test -v ./...

Caching

Leveraging a cache mechanism is the difference between watching your builds chug along like a rusty 
steam engine and witnessing the sleek efficiency of a high-speed bullet train. Let’s see how we can 
make those dependency downloads a relic of the past.

Imagine your CI pipeline is the tireless factory worker, and those dependencies are the raw materials 
it needs to keep production humming. Every time your build process spins up, it has to fetch all the 
dependencies fresh, slowing things down and making a racket in the process. Caching is like building 
a well-stocked warehouse right next to your factory – the next time you need those materials, no need 
for an expedition, just a quick trip to the warehouse.
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The key to caching your Go dependencies in CI lies in understanding two things:

•	 Where dependencies live: Go stores its downloaded dependencies in the Go module cache, 
usually located at ~/go/pkg/mod. This is our warehouse.

•	 How CI workflows store stuff: Most CI systems, such as GitHub Actions, have built-in 
mechanisms for caching files or directories between workflow runs.

Let’s marry those concepts. Here’s how you’d modify a basic GitHub Actions workflow to cache 
Go dependencies:

name: Go CI on Commit

on:
  push:

jobs:
  test-and-dependencies:
    runs-on: ubuntu-latest

    steps:
      - uses: actions/checkout@v3
      - name: Set up Go
        uses: actions/setup-go@v3
        with:
          go-version: '^1.21'

      - name: Cache Go modules
        uses: actions/cache@v3
        with:
          path: ~/go/pkg/mod
          key: ${{ runner.os }}-go-${{ hashFiles('**/go.sum') }}
          restore-keys: |
            ${{ runner.os }}-go-

      - name: Get dependencies
        run: go mod download
      - name: Run tests
        run: go test -v ./...

The magic happens in the Cache Go dependencies step:

•	 actions/cache@v3: This is the trusty GitHub Actions tool for caching.

•	 path: We tell it to cache our Go module directory.
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•	 key: This uniquely identifies your cache. Notice it includes a hash of your go.sum file; if 
dependencies change, a new cache is created.

•	 restore-keys: Provides a fallback in case the exact key isn’t found.

Think of caching like this: your CI pipeline leaves a little breadcrumb trail each time it runs. The next 
time around, it checks for those breadcrumbs and, if found, grabs your pre-packaged dependencies 
instead of venturing out for a fresh download.

Static analysis

Static analysis tools act as an automated code review squad, tirelessly inspecting your Go code for 
potential pitfalls, deviations from best practices, and even subtle style inconsistencies. It’s like having 
a team of meticulous programmers constantly looking over your shoulder but without the awkward 
code-breathing-down-your-neck sensation.

Let’s integrate Staticcheck (https://staticcheck.dev/), the vigilant code inspector, into your 
Go CI workflow to help you maintain pristine code quality.

Staticcheck steps beyond basic linting, delving deeper to identify potential bugs, inefficient code 
patterns, and even subtle style issues that could affect your Go code’s quality. It’s your automated code 
detective, tirelessly searching for problems that might slip past cursory inspections.

Let’s harness the power of GitHub Actions and the dominikh/staticcheck-action action 
to streamline our integration for our workflow.

While you can install and execute Staticcheck directly in your workflow, using a pre-built GitHub 
action offers several advantages:

•	 Simplified setup: The action handles installation and execution details for you, reducing 
workflow configuration complexity

•	 Potential caching: Some actions may provide automatic caching of Staticcheck results to speed 
up future runs

•	 Community-driven: Many actions are actively maintained, ensuring compatibility with the 
latest Go and Staticcheck versions

Here’s how your modified workflow would look using this action:

name: Go CI

on: [push]

jobs:
  build-test-staticcheck:
    runs-on: ubuntu-latest

https://staticcheck.dev/
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    steps:
      - uses: actions/checkout@v3
      - uses: dominikh/staticcheck-action@v1.2.0
        with:
          # Optionally specify Staticcheck version:
          # version: latest

Key points are the following:

•	 Simplified usage: Notice how clean the integration is; you mainly reference the action 
(dominikh/staticcheck-action) and optionally customize its version

•	 Version control: Pinning the action version (v1.2.0) ensures consistent behavior across CI runs

staticcheck-action configuration
Consult the action’s documentation (https://github.com/dominikh/staticcheck-
action) for supported options such as specifying the Staticcheck version.

Releasing your application
Sure – your unit tests are a thing of beauty, and you might even be flirting with code coverage nirvana. 
But the real test, my friend, comes when you must package that masterpiece you created and ship 
it out into the wild – that’s where GoReleaser (https://goreleaser.com/) enters the scene, 
ready to transform your release process from a cringe-worthy ordeal into a symphony of automation.

Forget building binaries for every blasted OS or agonizing over tarballs and checksums. Imagine a world 
where your release woes are as mythical as a harmonious coding session where absolutely nothing 
breaks. Enter the realm of cross-compilation, automatic version tagging, Docker image creation, 
Homebrew taps... GoReleaser isn’t just a tool; it’s your release-day sanity preserver.

In essence, GoReleaser is your personal release butler. You describe how you want your precious Go 
application packaged and distributed, and it handles the nitty-gritty details with the efficiency of a 
seasoned assembly line. Need a shiny new GitHub release with pre-built binaries for every known 
operating system? Check. Want to push Docker images to your favorite registry? Easy peasy.

builds:
-   ldflags:
      - -s -w
      - -extldflags "-static"
    env:
      - CGO_ENABLED=0
    goos:
      - linux
      - windows

https://github.com/dominikh/staticcheck-action
https://github.com/dominikh/staticcheck-action
https://goreleaser.com/
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      - darwin
    goarch:
      - amd64
    mod_timestamp: '{{ .CommitTimestamp }}'
archives:
-   name_template: "{{ .ProjectName }}_{{ .Version }}_{{ .Os }}_{{ 
.Arch }}"
    wrap_in_directory: true
    format: binary
    format_overrides:
      - goos: windows
        format: zip

dockers:
  - image_templates:
      - "ghcr.io/alexrios/endpoints:{{ .Tag }}"
      - "ghcr.io/alexrios/endpoints:v{{ .Major }}"
      - "ghcr.io/alexrios/endpoints:v{{ .Major }}.{{ .Minor }}"
      - "ghcr.io/alexrios/endpoints:latest"

Great! Now, we want to make our binaries available every time we tag our repository. To make this 
happen, we should use a new workflow with the GoReleaser job:

name: GoReleaser

on:
  push:
    tags:
      - '*'
jobs:
  goreleaser:
    runs-on: ubuntu-latest
    permissions:
      packages: write
      contents: write
    steps:
      -
        name: Checkout
        uses: actions/checkout@v2
        with:
          fetch-depth: 0
      -
        name: Set up Go
        uses: actions/setup-go@v2
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        with:
          go-version: 1.21
      -
        name: Run GoReleaser
        uses: goreleaser/goreleaser-action@v2
        with:
          version: latest
          args: release --rm-dist --clean
        env:
          GITHUB_TOKEN: ${{ secrets.GITHUB_TOKEN }}

I remember that time when I spent the whole afternoon manually crafting release notes, praying 
you didn’t miss a critical bug fix. With GoReleaser, I learned to laugh at my past misery. It gleefully 
autogenerates release notes, tweets the announcement, and probably even bakes celebratory cookies 
if you ask nicely (well, maybe not the cookies).

Much like a wise old general inspecting the troops, I learned the hard way that a solid CI setup is 
worth its weight in “bug-free” code. Back in the prehistoric era before CI, we’d spend days, sometimes 
weeks, untangling monstrous integration messes that only surfaced right before a release. CI is the 
antidote to that kind of chaos.

Let’s think about CI like a high-stakes synchronization dance: small, frequent changes integrated 
continuously are a graceful waltz. Big, infrequent merges? Well, that’s like a mosh pit, and nobody 
walks away from those unscathed.

Summary
Throughout this chapter, we explored methods and tools for distributing Go applications. We focused 
on the meticulous management of dependencies, the automation of testing and integration processes, 
and strategies for efficient software release. We started with Go modules and workspaces, discussing 
how they enhance project consistency and reliability through better dependency management. We 
then explored CI and its critical role in maintaining high software quality. Lastly, we covered the 
essentials of deploying applications using GoReleaser, which simplifies the release process by automating 
packaging and distribution across different platforms. These are key concepts and tools that will form 
the foundation of your Capstone project.

As you move toward the Capstone project in the next chapter, you will have the opportunity to apply 
all the knowledge and skills acquired throughout the book. This final project is designed to consolidate 
your understanding and proficiency in a real-world scenario, challenging you to implement a complete 
solution from start to finish using the best practices and tools discussed.

The Capstone project will testify to your learning journey and valuable work, showcasing your 
capabilities to effectively develop, manage, automate, and release robust applications. I’m excited 
about this – aren’t you?





Part 5:  
Going Beyond

In this part, we will dive into the intricacies of building a distributed cache and explore essential 
system programming practices. You will learn how to design, implement, and optimize a distributed 
cache system, along with effective coding practices and strategies for staying updated in the system 
programming community.

This part has the following chapters:

•	 Chapter 13, Capstone Project - Distributed Cache

•	 Chapter 14, Effective Coding Practices

•	 Chapter 15, Stay Sharp with System Programming





13
Capstone Project –  
Distributed Cache

The grand finale is where we take everything we’ve learned and apply it to a real-world challenge. You 
might be thinking, “Surely, building a distributed cache can’t be that complex.” Spoiler alert: it’s not 
just about slapping together some in-memory storage and calling it a day. This is where theory meets 
practice, and trust me, it’s a wild ride.

Our distributed cache will be designed to handle frequent read and write operations with minimal 
latency. It will distribute data across multiple nodes to ensure scalability and fault tolerance. We’ll 
implement key features such as data sharding, replication, and eviction policies.

This chapter will cover the following key topics:

•	 Setting up the project

•	 Implementing data sharding

•	 Adding replication

•	 Eviction policies

By the end of this capstone project, you’ll have built a fully functional distributed cache from scratch. 
You’ll understand the intricacies of data distribution and performance optimization. More importantly, 
you’ll have the confidence to tackle similar challenges in your own projects.

Technical requirements
All the code shown in this chapter can be found in the ch13 directory of this book’s GitHub repository.
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Understanding distributed caching
So, do you think distributed caching is just a fancy term for storing stuff in memory across a few 
servers? Bless your heart. If only life were that simple. Let me guess, you’re the type who thinks that 
simply slapping “distributed” in front of anything makes it automatically better, faster, and cooler. 
Well, strap in because we’re about to dive into the rabbit hole of distributed caching, where nothing 
is as straightforward as it seems.

Imagine you’re at a software developer’s party (because we all know how wild those get), and someone 
casually mentions, “Hey, why don’t we just cache everything?” This is like saying, “Why don’t we just 
solve world hunger by ordering more pizza?” Sure, the idea is nice, but the devil is in the details. 
Distributed caching is not about stuffing more data into memory. It’s about smartly managing data 
spread across multiple nodes while ensuring that it doesn’t turn into a synchronized swimming event 
gone horribly wrong.

First, let’s tackle the basics. A distributed cache is a data storage layer that lies between your application 
and your primary data store. It’s designed to store frequently accessed data in a way that reduces 
latency and improves read throughput. Think of it as the app’s version of having a mini fridge next 
to your desk. You don’t need to walk to the kitchen every time you need a drink. Instead, you have 
quick access to your favorite beverage, right at your fingertips.

But, as with all things in life and software, there’s a catch. Ensuring that the data in this mini fridge is 
always fresh, cold, and available to everyone in your office simultaneously is no small feat. Distributed 
caches must maintain consistency across multiple nodes, handle failures gracefully, and efficiently 
manage data eviction. They must ensure that data isn’t stale and that updates propagate correctly, all 
while keeping latency to a minimum.

Then comes the architecture. One popular approach is sharding, where data is divided into smaller 
chunks and distributed across different nodes. This helps in balancing the load and ensures that no 
single node becomes a bottleneck. Another essential feature is replication. It’s not enough to have the 
data spread out; you also need copies of it to handle node failures. However, balancing consistency, 
availability, and partition tolerance (the CAP theorem) is where things get tricky.

System requirements
Each feature we’ll cover is crucial to building a robust and high-performing distributed cache system. 
By understanding and implementing these features, you will gain a comprehensive understanding of 
the intricacies involved in distributed caching.

At the heart of a distributed cache is its in-memory storage capability. In-memory storage allows 
for fast data access, significantly reducing the latency compared to disk-based storage. This feature 
is particularly important for applications that require high-speed data retrieval. Let’s explore our 
project requirements.
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Requirements

Welcome to the delightful world of requirements! Now, before you roll your eyes and groan about 
another tedious checklist, let’s set the record straight. Requirements aren’t figments of some overly 
ambitious product manager’s imagination. They’re intentional choices that shape the very essence of 
what you’re building. Think of them as the DNA of your project. Without them, you’re just blindly 
writing code and praying it works out. Spoiler alert: it won’t.

Requirements are your guiding light, your North Star. They keep you focused, ensure you’re building 
the right thing, and save you from the dreaded scope creep. In the context of our distributed cache 
project, they’re critical. So, let’s dive in and joyfully embrace the necessities that will make our distributed 
cache not just functional, but outstanding.

Performance

We want our cache to be lightning-fast. This means millisecond response times for data retrieval and 
minimal latency for data updates. Achieving this requires thoughtful design choices around in-memory 
storage and efficient data structures.

Here are some key points to consider:

•	 Fast data access and retrieval

•	 Minimal latency for data updates

•	 Efficient data structures and algorithms

Scalability

Our cache should scale horizontally, meaning we can add more nodes to handle increased load. This 
involves implementing sharding and ensuring that our architecture can grow seamlessly without 
significant rework.

The following are some key points to consider:

•	 Horizontal scalability

•	 Implementing data sharding

•	 Seamless addition of new nodes

Fault tolerance

Data should remain available even if some nodes fail. This requires implementing replication and 
ensuring that our system can handle node failures gracefully without data loss or significant downtime.
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Here are some key points to consider:

•	 High availability despite node failures

•	 Data replication across multiple nodes

•	 Graceful handling of node failures

Data expiry and eviction

Our cache should efficiently manage memory by expiring old data and evicting less frequently accessed 
data. Implementing time to live (TTL) and least recently used (LRU) eviction policies will help us 
manage limited memory resources effectively.

The following are some key points to consider:

•	 Efficient memory management

•	 Implementing TTL and LRU eviction policies

•	 Keeping the cache fresh and relevant

Monitoring and metrics

To ensure our cache performs optimally, we need robust monitoring and metrics. This involves logging 
cache operations, tracking performance metrics (such as hit/miss ratios), and setting up alerts for 
potential issues.

Here are some key points to consider:

•	 Robust monitoring of cache operations

•	 Performance metrics (hit/miss ratios)

•	 Alerts for potential issues

Security

Security is non-negotiable. We need to ensure that our cache is secure from unauthorized 
access and potential attacks. This involves implementing authentication, encryption, and secure 
communication channels.

The following are some key points to consider:

•	 Securing the cache from unauthorized access

•	 Implementing authentication and encryption

•	 Ensuring secure communication channels
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•	 Speed – in-memory storage provides rapid access to data

•	 Volatility – data stored in memory is volatile and can be lost if the node fails

Now that we’ve embraced our requirements, it’s time to dive into the core of the project: the design 
decisions. Imagine that you’re a master chef who’s been handed a list of ingredients and asked to create 
a five-star dish. The ingredients are your requirements, but how you combine them, what cooking 
techniques you use, and the presentation – well, that’s all up to your design decisions.

Designing a distributed cache is no different. Each requirement we’ve outlined necessitates thoughtful 
consideration and careful selection of strategies and technologies. The trade-offs we make will determine 
how well our cache performs, scales, handles faults, maintains consistency, and so on.

Design and trade-offs
Alright, brace yourselves, because we’re diving into the deep end of design decisions. Think of it as 
being handed a pristine Go environment and being asked to build a distributed cache. Simple, right? 
Sure, if by “simple” you mean navigating a minefield of trade-offs that could blow up your system if 
you take one wrong step.

Creating the project

Although the fully tested and functional version of our cache is available in this book’s GitHub 
repository, let’s reproduce all the steps to make our cache system:

1.	  Creating the project directory:

mkdir spewg-cache
cd spewg-cache

2.	  Initialize the go module:

go mod init spewg-cache

3.	 Create the cache.go file:

package main

type CacheItem struct {
    Value string
}

type Cache struct {
    items map[string]CacheItem
}
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func NewCache() *Cache {
    return &Cache{
       items: make(map[string]CacheItem),
    }
}

func (c *Cache) Set(key, value string) {
    c.items[key] = CacheItem{
       Value: value,
    }
}

func (c *Cache) Get(key string) (string, bool) {
    item, found := c.items[key]
    if !found {
       return "", false
    }
    return item.Value, true
}

This code defines a simple cache data structure for storing and retrieving string values using string 
keys. Think of it as a temporary storage space where you can put values and quickly get them back 
later by remembering their associated keys.

How can we know if this code works?
Luckily, I read your mind and heard you shouting silently: Tests!

From time to time, look in the test files to learn how we’re testing our project components.

We have a simple cache in memory, but concurrent access is not secure. Let’s solve this issue by 
choosing a way to handle thread safety.

Thread safety

Ensuring concurrency safety is crucial to prevent data races and inconsistencies when multiple 
goroutines access the cache simultaneously. Here are some options you can consider:

•	 The standard library’s sync package:

	� sync.Mutex: The simplest way to achieve concurrency safety is to use a mutex to lock 
the entire cache during read or write operations. This ensures that only one goroutine can 
access the cache at a time. However, it can lead to contention and reduced performance 
under heavy load.



Design and trade-offs 273

	� sync.RWMutex: A read-write mutex allows multiple readers to access the cache concurrently, 
but only one writer at a time. This can improve performance when reading is more frequent 
than writing.

•	 Concurrent map implementations:

	� sync.Map: Go provides a built-in concurrent map implementation that handles synchronization 
internally. It’s optimized for frequent reads and infrequent writes, making it a such as choice 
for many caching scenarios.

	� Third-party libraries: Libraries like hashicorp/golang-lru(https://github.
com/hashicorp/golang-lru), patrickmn/go-cache(https://github.com/
patrickmn/go-cache), and dgraph-io/ristretto (https://github.com/
dgraph-io/ristretto) offer concurrent-safe cache implementations with additional 
features such as eviction policies and expiration.

•	 Lock-free data structures:

	� Atomic operations: For specific use cases, you might employ atomic operations to perform 
certain updates without explicit locking. However, this requires careful design and is generally 
more complex to implement correctly.

•	 Channel-based synchronization:

	� Serializing access: You can create a dedicated goroutine that handles all cache operations. 
Other goroutines communicate with this goroutine through channels, effectively serializing 
access to the cache.

	� Sharded cache: Divide the cache into multiple shards, each protected by its own mutex or 
concurrent map. This can reduce contention by distributing the load across multiple locks.

Choosing the right approach

The best approach for concurrency safety depends on your specific requirements:

•	 Read/write ratio: If reads are significantly more frequent than writes, sync.RWMutex or 
sync.Map might be a suitable choice

•	 Performance: If maximum performance is critical, consider lock-free data structures or a 
sharded cache

•	 Simplicity: If ease of implementation is a priority, sync.Mutex or a channel-based approach 
might be simpler

For now, let’s make things simpler. A sync.RWMutex will strike the right balance between simplicity 
and performance.

https://github.com/hashicorp/golang-lru
https://github.com/hashicorp/golang-lru
https://github.com/patrickmn/go-cache
https://github.com/patrickmn/go-cache
https://github.com/dgraph-io/ristretto
https://github.com/dgraph-io/ristretto
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Adding thread safety

We must update cache.go to add thread safety using sync.RWMutex:

import "sync"

type Cache struct {
    mu    sync.RWMutex
    items map[string]CacheItem
}

func (c *Cache) Set(key, value string) {
    c.mu.Lock()
    defer c.mu.Unlock()
    c.items[key] = CacheItem{
        Value: value,
    }
}

func (c *Cache) Get(key string) (string, bool) {
    c.mu.RLock()
    defer c.mu.RUnlock()
    item, found := c.items[key]
    if !found {
        return "", false
    }
    return item.Value, true
}

Now we’re talking! Our cache is now thread-safe. What about the interface to the external world? 
Let’s explore the possibilities.

The interface
When designing a distributed cache, one of the key decisions you’ll face is choosing the appropriate 
program interface for communication between clients and the cache servers. The main options available 
are the Transmission Control Protocol (TCP), Hypertext Transfer Protocol (HTTP), and other 
specialized protocols. Each has its own set of advantages and trade-offs, and understanding these will 
help us make an informed decision. For our project, we’ll settle on HTTP as the interface of choice, 
but let’s explore why.
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TCP

As we saw in previous chapters, TCP is a cornerstone of modern networking, but like any technology, 
it comes with its own set of trade-offs. On the one hand, TCP shines in its efficiency. Operating at a 
low level, it minimizes overhead, making it a lean and mean communication machine. This efficiency 
is often coupled with superior performance compared to higher-level protocols, especially in terms of 
latency and throughput, making it a preferred choice for applications where speed is critical. Moreover, 
TCP empowers developers with granular control over connection management, data flow regulation, 
and error handling, allowing for tailored solutions to specific networking challenges.

However, this power and efficiency come at a price. The inner workings of TCP are intricate, requiring 
a deep dive into the world of network programming. Implementing a TCP-based interface often 
means manually grappling with connection establishment, data packet assembly, and error mitigation 
strategies, demanding both expertise and time. Even with the technical know-how, developing a robust 
TCP interface can be a lengthy process, potentially delaying project timelines. Another hurdle lies in 
the lack of standardization for application-level protocols built upon TCP. While TCP itself adheres to 
well-defined standards, the protocols that are layered on top often vary widely, leading to compatibility 
headaches and hindering seamless communication between different systems.

In essence, TCP is a powerful tool with the potential for high performance and customization, but it 
requires a significant investment in terms of development effort and expertise.

HTTP

With its clear-cut request/response model, HTTP is relatively easy to grasp and implement, even for 
developers new to networking. This ease of use is further bolstered by its status as a widely embraced 
standard, ensuring seamless compatibility across diverse platforms and clients. Additionally, the vast 
ecosystem surrounding HTTP, brimming with tools, libraries, and frameworks, accelerates development 
and deployment cycles. And let’s not forget its stateless nature, which simplifies scaling and fault 
tolerance, making it easier to handle increased traffic and unexpected failures.

However, like any technology, HTTP isn’t without its drawbacks. Its simplicity comes with a trade-off in 
the form of overhead. The inclusion of headers and reliance on text-based formatting introduce additional 
data, potentially impacting performance in bandwidth-constrained environments. Furthermore, while 
statelessness offers scaling advantages, it can also lead to increased latency compared to persistent TCP 
connections. Each request necessitates establishing a fresh connection, a process that can add up over 
time unless newer protocols such as HTTP/2 or keep-alive mechanisms are employed.

In essence, HTTP provides a straightforward, standardized, and widely supported foundation for web 
communication. Its simplicity and vast ecosystem make it a popular choice for many applications. 
However, developers must be mindful of the potential overhead and latency implications, especially 
in scenarios where performance is paramount.
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Others

gRPC emerges as a high-performance contender in the world of network communication. It harnesses 
the power of HTTP/2 and Protocol Buffers (Protobuf) to deliver efficient, low-latency interactions. 
The use of Protobuf introduces strong typing and well-defined service contracts, leading to more 
robust and maintainable code. However, this power comes with a touch of complexity. Setting up 
gRPC requires support for both HTTP/2 and Protobuf, which may not be universally available, and 
the learning curve can be steeper compared to simpler protocols.

Alternatively, WebSockets offer a different kind of advantage: full-duplex communication. Through 
a single, persistent connection, WebSockets enable real-time, bidirectional data flow between client 
and server. This makes them ideal for applications such as chat, gaming, or live dashboards where 
instant updates are crucial. However, this flexibility comes with challenges. Implementing and 
managing WebSocket connections can be more intricate than traditional request/response models. 
The requirement for long-lived connections can also complicate scaling and introduce potential points 
of failure that need to be handled carefully.

In essence, gRPC and WebSockets each excel in different domains. gRPC shines in scenarios where 
efficiency and well-structured communication are paramount, while WebSockets unlock the potential for 
seamless real-time interactions. The choice between them often boils down to the specific requirements 
of the application and the trade-offs developers are willing to make.

Decision – why HT TP for our project?

Given the requirements and the nature of our distributed cache project, HTTP stands out as the most 
suitable choice for several reasons:

•	 Simplicity and ease of use: HTTP’s well-defined request/response model makes it easy to 
implement and understand. This simplicity is especially beneficial for a project intended to 
make us learn the core concepts.

•	 Standardization and compatibility: HTTP is a widely adopted standard with broad compatibility 
across different platforms, programming languages, and clients. This ensures that our cache 
can be easily integrated with various applications and tools.

•	 Rich ecosystem: The rich ecosystem of libraries, tools, and frameworks available for HTTP 
can significantly speed up development. We can leverage existing solutions for tasks such as 
request parsing, routing, and connection management.

•	 Statelessness: HTTP’s stateless nature simplifies scaling and fault tolerance. Each request is 
independent, making it easier to distribute load across multiple nodes and recover from failures.

•	 Development speed: Using HTTP allows us to focus on implementing the core functionality of 
the distributed cache rather than getting bogged down with low-level networking details. This 
is crucial for getting things up and running, where the goal is to convey key concepts without 
unnecessary complexity. We can add another protocol once the project is ready.
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Introducing the HT TP server

Create server.go that will include HTTP handlers:

import (
    "encoding/json"
    "net/http"
)

type CacheServer struct {
    cache *Cache
}

func NewCacheServer() *CacheServer {
    return &CacheServer{
        cache: NewCache(),
    }
}

func (cs *CacheServer) SetHandler(w http.ResponseWriter, r *http.
Request) {
    var req struct {
        Key   string `json:"key"`
        Value string `json:"value"`
    }
    if err := json.NewDecoder(r.Body).Decode(&req); err != nil {
        http.Error(w, err.Error(), http.StatusBadRequest)
        return
    }
    cs.cache.Set(req.Key, req.Value)
    w.WriteHeader(http.StatusOK)
}

func (cs *CacheServer) GetHandler(w http.ResponseWriter, r *http.
Request) {
    key := r.URL.Query().Get("key")
    value, found := cs.cache.Get(key)
    if !found {
        http.NotFound(w, r)
        return
    }
    json.NewEncoder(w).Encode(map[string]string{"value": value})
}
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To initialize our server, we should create main.go like so:

package main

import (
    "fmt"
    "net/http"
)

func main() {
    cs := NewCacheServer()
    http.HandleFunc("/set", cs.SetHandler)
    http.HandleFunc("/get", cs.GetHandler)
    err := http.ListenAndServe(":8080", nil)
    if err != nil {
       fmt.Println(err)
       return
    }
}

Now, we can run our cache server for the very first time! In the terminal, run the following command:

go run main.go server.go

The server should now be running on http://localhost:8080.

You can use curl (or a tool such as Postman) to interact with your server.

curl -X POST -H "Content-Type: application/json" -d '{"key":"foo", 
"value":"bar"}' -i http://localhost:8080/set

This should return a 200 OK status.

To get the value, we can do something very similar:

curl –i "http://localhost:8080/get?key=foo"

This should return {"value":"bar"} if the key exists.

Choosing HTTP as the interface for our distributed cache project strikes a balance between simplicity, 
standardization, and ease of integration. While TCP offers performance benefits, the complexity it 
introduces outweighs its advantages for our educational purposes. By using HTTP, we can leverage 
a widely understood and supported protocol, making our distributed cache accessible, scalable, and 
easy to implement. With this decision made, we can now focus on building out the core functionality 
and features of our distributed cache.
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Eviction policies

We can’t just keep everything in memory indefinitely, right? Eventually, we’ll run out of space. This is 
where eviction policies come into play. An eviction policy determines which items are removed from 
the cache when the cache reaches its maximum capacity. Let’s explore some common eviction policies, 
discuss their trade-offs, and determine the best fit for our distributed cache project.

LRU

LRU evicts the least recently accessed item first. It assumes that items that haven’t been accessed 
recently are less likely to be accessed in the future.

Advantages:

•	 Predictable: Simple to implement and understand

•	 Effective: Works well for many access patterns where recently used items are more likely to 
be reused

Disadvantages:

•	 Memory overhead: Requires maintaining a list or other structure to track access order, which 
can add some memory overhead

•	 Complexity: Slightly more complex to implement than FIFO or random eviction

T TL

TTL assigns an expiration time to each cache item. When the item’s time is up, it’s evicted from the cache.

Advantages:

•	 Simplicity: Easy to understand and implement

•	 Freshness: Ensures that data in the cache is fresh and relevant

Disadvantages:

•	 Predictability: Less predictable than LRU as items are evicted based on time rather than usage

•	 Resource management: This may require additional resources to periodically check and 
remove expired items

First-in, first-out (FIFO)

FIFO evicts the oldest item in the cache based on the time it was added.
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Advantages:

•	 Simplicity: Very easy to implement

•	 Predictability: Predictable eviction pattern

Disadvantages:

•	 Inefficiency: Doesn’t consider how recently an item was accessed, potentially evicting frequently 
used items

Choosing the right eviction policy

For our distributed cache project, we’ll need to balance performance, memory management, and 
simplicity. Given these considerations, LRU and TTL are both strong candidates.

LRU is ideal for scenarios where the most recently accessed data is likely to be accessed again soon. 
It helps keep frequently accessed items in memory, which can improve cache hit rates. TTL ensures 
that data is fresh and relevant by evicting items after a certain period. This is particularly useful when 
cached data can become stale quickly.

For our project, we’ll implement both LRU and TTL policies. This combination allows us to handle 
different use cases effectively: LRU for performance optimization based on access patterns, and TTL 
for ensuring data freshness.

Let’s incrementally add TTL and LRU eviction policies to our implementation.

Adding T TL

There are two main approaches to adding TTL to our cache: using a goroutine with Ticker and 
evicting during Get.

Goroutine with Ticker

In this approach, we can use a separate goroutine to run time.Ticker. The ticker periodically 
triggers the evictExpiredItems function to check for and remove expired entries. Let’s analyze 
the trade-offs:

•	 Pros:

	� Proactive eviction: Expired items are removed periodically, even if they aren’t accessed. 
This ensures a cleaner cache and predictable memory usage.

	� Potentially lower latency on Get: The Get method doesn’t need to perform eviction checks, 
potentially making it slightly faster in cases where many items have expired.
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•	 Cons:

	� Additional goroutine: This introduces the overhead of managing a separate goroutine 
and ticker

	� Unnecessary checks: If items expire infrequently or the cache is small, the periodic checks 
might be unnecessary overhead

Eviction during Get

In this approach, we don’t need a separate goroutine or ticker. The expiration checks are performed 
only when an item is accessed using the Get method. If the item has expired, it’s evicted before the 
“not found” response is returned. Let’s analyze the trade-offs:

•	 Pros:

	� Simpler implementation: There’s no need to manage an extra goroutine, which leads to 
less complex code

	� Reduced overhead: Avoids the potential overhead of a continuously running goroutine

	� On-demand eviction: Resources are only used for eviction when necessary

•	 Cons:

	� Delayed eviction: Items might remain in the cache past their TTL if they aren’t accessed.

	� Potential latency on Get: If many items have expired at the same time, the eviction process 
during Get might add some latency

Which approach is better?
The “better” approach depends on your specific use case and priorities.

You should choose the first approach in the following instances:

- You need strict control over when items are evicted and want to ensure a clean cache regardless 
of access patterns

- You have a large cache with frequent expirations, and the overhead of the goroutine is acceptable

- Minimizing latency on Get operations is critical, even if it means slightly higher overall overhead

On the other hand, you should choose the second approach in the following instances:

- You want a simpler implementation with minimal overhead

- You are comfortable with some delay in eviction if items are eventually removed

- Your cache is relatively small, and the potential latency on Get due to eviction is acceptable

You could potentially combine both approaches. Use the second approach for most cases but 
periodically run a separate eviction process (the first approach) as a background task to clean 
up any remaining expired items.
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All things considered, let’s proceed with the goroutine version so that we can focus on the Get 
method’s latency.

We’ll modify the CacheItem struct so that it includes an expiry time and add logic to the Set and 
Get methods so that they can handle TTL:

package main

import (
     "sync"
     "time"
)

type CacheItem struct {
     Value      string
     ExpiryTime time.Time
}

type Cache struct {
     mu    sync.RWMutex
     items map[string]CacheItem
}

func NewCache() *Cache {
     return &Cache{
          items: make(map[string]CacheItem),
     }
}

func (c *Cache) Set(key, value string, ttl time.Duration) {
     c.mu.Lock()
     defer c.mu.Unlock()
     c.items[key] = CacheItem{
          Value:      value,
          ExpiryTime: time.Now().Add(ttl),
     }
}

func (c *Cache) Get(key string) (string, bool) {
     c.mu.RLock()
     defer c.mu.RUnlock()
     item, found := c.items[key]
     if !found || time.Now().After(item.ExpiryTime) {
          // If the item is not found or has expired, return false
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          return "", false
     }
     return item.Value, true
}

Next, we’ll add a background goroutine to periodically evict expired items:

func (c *Cache) startEvictionTicker(d time.Duration) {
     ticker := time.NewTicker(d)
     go func() {
          for range ticker.C {
               c.evictExpiredItems()
          }
     }()
}

func (c *Cache) evictExpiredItems() {
     c.mu.Lock()
     defer c.mu.Unlock()
     now := time.Now()
     for key, item := range c.items {
          if now.After(item.ExpiryTime) {
               delete(c.items, key)
          }
     }
}

Also, during the cache’s initialization (main.go), we need to start this goroutine:

cache := NewCache()
cache.startEvictionTicker(1 * time.Minute)

Adding LRU

We’ll enhance our cache implementation by adding an LRU eviction policy. LRU ensures that the 
least recently accessed items are evicted first when the cache reaches its maximum capacity. We will 
use a doubly linked list to keep track of the access order of cache items.

First, we need to modify our Cache struct so that it includes a doubly-linked list (list.List) for 
eviction and a map struct to keep track of the list elements. Additionally, we’ll define a capacity 
struct to limit the number of items in the cache:

package main

import (
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     "container/list"
     "sync"
     "time"
)

type CacheItem struct {
     Value      string
     ExpiryTime time.Time
}

type Cache struct {
     mu       sync.RWMutex
     items    map[string]*list.Element // Map of keys to list elements
     eviction *list.List               // Doubly-linked list for 
eviction
     capacity int                      // Maximum number of items in 
the cache
}

type entry struct {
     key   string
     value CacheItem
}

func NewCache(capacity int) *Cache {
     return &Cache{
          items:    make(map[string]*list.Element),
          eviction: list.New(),
          capacity: capacity,
     }
}

Next, we’ll modify the Set method so that it manages the doubly linked list and enforces the 
cache capacity:

func (c *Cache) Set(key, value string, ttl time.Duration) {
     c.mu.Lock()
     defer c.mu.Unlock()

     // Remove the old value if it exists
     if elem, found := c.items[key]; found {
          c.eviction.Remove(elem)
          delete(c.items, key)
     }
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     // Evict the least recently used item if the cache is at capacity
     if c.eviction.Len() >= c.capacity {
          c.evictLRU()
     }

     item := CacheItem{
          Value:      value,
          ExpiryTime: time.Now().Add(ttl),
     }
     elem := c.eviction.PushFront(&entry{key, item})
     c.items[key] = elem
}

Here, we should pay attention to the following aspects:

•	 Check if the key exists: If the key already exists in the cache, remove the old value from the 
doubly linked list and the map

•	 Evict if necessary: If the cache is at capacity, call evictLRU to remove the least recently 
used item

•	 Add a new item: Add the new item to the front of the list and update the map

Now, we need to update the Get method so that it can move accessed items to the front of the eviction list:

func (c *Cache) Get(key string) (string, bool) {
     c.mu.Lock()
     defer c.mu.Unlock()
     elem, found := c.items[key]
     if !found || time.Now().After(elem.Value.(*entry).value.
ExpiryTime) {
          // If the item is not found or has expired, return false
          if found {
               c.eviction.Remove(elem)
               delete(c.items, key)
          }
          return "", false
     }
     // Move the accessed element to the front of the eviction list
     c.eviction.MoveToFront(elem)
     return elem.Value.(*entry).value.Value, true
}

In the preceding code, if the item is found but has expired, it’s removed from the list and the map. 
Also, when the item is valid, the code moves it to the front of the list to mark it as recently accessed.
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We should also implement the evictLRU method to handle the least recently used item being evicted:

func (c *Cache) evictLRU() {
     elem := c.eviction.Back()
     if elem != nil {
          c.eviction.Remove(elem)
          kv := elem.Value.(*entry)
          delete(c.items, kv.key)
     }
}

The function removes the item at the back of the list (LRU) and deletes it from the map.

The following code ensures the background eviction routine removes expired items periodically:

func (c *Cache) startEvictionTicker(d time.Duration) {
     ticker := time.NewTicker(d)
     go func() {
          for range ticker.C {
               c.evictExpiredItems()
          }
     }()
}

func (c *Cache) evictExpiredItems() {
     c.mu.Lock()
     defer c.mu.Unlock()
     now := time.Now()
     for key, elem := range c.items {
          if now.After(elem.Value.(*entry).value.ExpiryTime) {
               c.eviction.Remove(elem)
               delete(c.items, key)
          }
     }
}

In this snippet, the startEvictionTicker function starts a goroutine that periodically checks 
and removes expired items from the cache.

Lastly, update the main function so that it creates a cache with a specified capacity and test the TTL 
and LRU features:

func main() {
     cache := NewCache(5) // Setting capacity to 5 for LRU
     cache.startEvictionTicker(1 * time.Minute)
}
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With that, we’ve incrementally added TTL and LRU eviction features to our cache implementation! 
This enhancement ensures that our cache effectively manages memory by keeping frequently accessed 
items and evicting stale or less-used data. This combination of TTL and LRU makes our cache robust, 
efficient, and well-suited for various use cases.

Eviction policies are a critical aspect of any cache system, directly impacting its performance and 
efficiency. By understanding the trade-offs and strengths of LRU, TTL, and other policies, we can 
make informed decisions that align with our project’s goals. Implementing both LRU and TTL in 
our distributed cache ensures we balance performance and data freshness, providing a robust and 
versatile caching solution.

Now that we’ve tackled the vital task of managing our cache’s memory through effective eviction 
policies such as LRU and TTL, it’s time to address another critical aspect: replicating our cache.

Replication

To replicate data across multiple instances of your cache server, you have several options. Here are 
some common approaches:

•	 Primary replica replication: In this setup, one instance is designated as the primary, and the 
others are replicas. The primary handles all writes and propagates changes to the replica.

•	 Peer-to-peer (P2P) replication: In P2P replication, all nodes can both send and receive updates. 
This approach is more complex but avoids a single point of failure.

•	 Publish-subscribe (Pub/Sub) model: This approach uses a message broker to broadcast updates 
to all cache instances.

•	 Distributed consensus protocols: Protocols such as Raft and Paxos ensure strong consistency 
across replicas. This approach is more complex and often implemented using specialized libraries 
(for example, etcd and Consul).

Choosing the right replication strategy depends on various factors, such as scalability, fault tolerance, 
ease of implementation, and the specific requirements of the application. Here’s why we’ll be going 
for P2P replication over the other three approaches:

•	 Scalability:

	� P2P: In a P2P architecture, each node can communicate with any other node, distributing the 
load evenly across the network. This allows the system to scale horizontally more efficiently 
as there is no single point of contention.

Primary replica: Scalability is limited because the master node can become a bottleneck. All write 
operations are handled by the master, which can lead to performance issues as the number of 
clients increases.
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Pub/Sub: While scalable, the message broker can become a bottleneck or single point of failure if not 
managed properly. Scalability depends on the broker’s performance and architecture.

Distributed consensus protocols: These can be scalable, but achieving consensus among many nodes 
can introduce latency and complexity. They are often more suitable for smaller clusters or where 
strong consistency is crucial.

•	 Fault tolerance:

	� P2P: In a P2P network, there is no single point of failure. If one node fails, the remaining 
nodes can continue to operate and communicate with each other, making the system more 
robust and resilient.

Primary replica: The primary node is a single point of failure. If the primary goes down, the entire 
system’s write capability is affected until a new primary is elected or the old one is restored.

Pub/Sub: The message broker can be a single point of failure. While you can have multiple brokers 
and failover mechanisms, this adds complexity and more moving parts.

Distributed consensus protocols: These are designed to handle node failures, but they come with 
increased complexity. Achieving consensus in the presence of failures can be challenging and may 
affect performance.

•	 Consistency:

	� P2P: While eventual consistency is more common in P2P systems, you can implement 
mechanisms to ensure stronger consistency if needed. This approach provides flexibility in 
balancing consistency and availability.

Primary replica: It typically provides strong consistency since all writes go through the master. 
However, reading consistency might be delayed on replicas.

Pub/Sub: It provides eventual consistency as updates are propagated to subscribers asynchronously.

Distributed consensus protocols: These provide strong consistency but at the cost of higher latency 
and complexity.

•	 Ease of implementation and management:

	� P2P: While more complex than primary replica replication, P2P systems can be easier to 
manage at scale because they don’t require a central coordination point. Each node is equal, 
simplifying the architecture.

	� Primary replica: This is easier to implement initially but can become complex to manage 
at scale, especially with failover and load balancing mechanisms.
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•	 Pub/Sub: This is relatively easy to implement using existing message brokers, but managing 
the broker infrastructure and ensuring high availability can add complexity.

•	 Distributed consensus protocols: These are generally complex to implement and manage as 
they require a deep understanding of consensus algorithms and their operational overhead.

•	 Flexibility:

	� P2P: This offers high flexibility in terms of topology and can adapt to changes in the network 
easily. Nodes can join or leave the network without significant disruption.

	� Master-slave: This is less flexible due to the centralized nature of the master node. Adding 
or removing nodes requires reconfiguration and can affect the system’s availability.

	� Pub/Sub: This is flexible in terms of adding new subscribers, but the broker infrastructure 
can become complex to manage.

	� Distributed consensus protocols: These are flexible in terms of fault tolerance and consistency 
but require careful planning and management to handle node changes and network partitions.

P2P replication is a compelling choice for our cache project. It avoids the single point of failure 
associated with the primary replica and Pub/Sub models and is generally more straightforward to scale 
and manage than distributed consensus protocols. While it may not provide the strong consistency 
guarantees of consensus protocols, it offers a balanced approach that can be tailored to meet various 
consistency requirements.

Don’t get me wrong! P2P isn’t perfect, but it is a reasonable approach to get things going. It also 
has hard problems to solve, such as eventual consistency, conflict resolution, replication overhead, 
bandwidth consumption, and more.

Implementing P2P replication

First, we need to modify the cache server so that it’s aware of the peers:

type CacheServer struct {
     cache *Cache
     peers []string
     mu    sync.Mutex
}

func NewCacheServer(peers []string) *CacheServer {
     return &CacheServer{
          cache: NewCache(10),
          peers: peers,
     }
}
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We also need to create a function to replicate the data to the peers:

func (cs *CacheServer) replicateSet(key, value string) {
    cs.mu.Lock()
    defer cs.mu.Unlock()

    req := struct {
       Key   string `json:"key"`
       Value string `json:"value"`
    }{
       Key:   key,
       Value: value,
    }

    data, _ := json.Marshal(req)

    for _, peer := range cs.peers {
       go func(peer string) {
          client := &http.Client{}
          req, err := http.NewRequest("POST", peer+"/set", bytes.
NewReader(data))
          if err != nil {
             log.Printf("Failed to create replication request: %v", 
err)
             return
          }
          req.Header.Set("Content-Type", "application/json")
          req.Header.Set(replicationHeader, "true")
          _, err = client.Do(req)
          if err != nil {
             log.Printf("Failed to replicate to peer %s: %v", peer, 
err)
          }
          log.Println("replication successful to", peer)
       }(peer)
    }
}

The core idea here is to iterate over all the peers (cs.peers) in the cache server’s configuration and 
for each peer:

For each peer, the following happens:

•	 A new goroutine (go func(...)) is launched. This allows replication to happen concurrently 
for each peer, improving performance.
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•	 An HTTP POST request is constructed to send the JSON data to the peer’s /set endpoint.

•	 A custom header called replicationHeader is added to the request. This likely helps the 
receiving peer distinguish replication requests from regular client requests.

•	 The HTTP request is sent using client.Do(req).

•	 If there are any errors during request creation or sending, they’re logged.

We can now use the replication during our SetHandler:

func (cs *CacheServer) SetHandler(w http.ResponseWriter, r *http.
Request) {
    var req struct {
       Key   string `json:"key"`
       Value string `json:"value"`
    }
    if err := json.NewDecoder(r.Body).Decode(&req); err != nil {
       http.Error(w, err.Error(), http.StatusBadRequest)
       return
    }
    cs.cache.Set(req.Key, req.Value, 1*time.Hour)

    if r.Header.Get(replicationHeader) == "" {
       go cs.replicateSet(req.Key, req.Value)
    }
    w.WriteHeader(http.StatusOK)
}

This new conditional block serves as a check to determine whether an incoming request to the cache 
server (r) is a regular client request or a replication request from another cache server. Based on this 
determination, it decides whether to trigger further replication to other peers.

To glue everything together, let’s change the main function so that it receives the peers and bootstraps 
the code with them:

var port string
var peers string

func main() {
    flag.StringVar(&port, "port", ":8080", "HTTP server port")
    flag.StringVar(&peers, "peers", "", "Comma-separated list of peer 
addresses")

    flag.Parse()
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    peerList := strings.Split(peers, ",")

    cs := spewg.NewCacheServer(peerList)
    http.HandleFunc("/set", cs.SetHandler)
    http.HandleFunc("/get", cs.GetHandler)
    err := http.ListenAndServe(port, nil)
    if err != nil {
       fmt.Println(err)
       return
    }
}

With that, the implementation is complete! Let’s run two instances of our cache and see if our data 
is being replicated.

Let’s run the first instance:

go run main.go -port=:8080 -peers=http://localhost:8081

Now, let’s run the second instance:

go run main.go -port=:8081 -peers=http://localhost:8080

We can now use curl or any HTTP client to test the Set and Get operations across the cluster.

Set a key-value pair:

curl -X POST -d '{"key":"foo","value":"bar"}' -H "Content-Type: 
application/json" http://localhost:8080/set

Get the key-value pair from a different instance:

curl http://localhost:8081/get?key=foo

You should see a value of bar if the replication is working correctly.

Check the logs of each instance to see the replication process in action. You should see log entries 
being applied across all instances! If you’re feeling adventurous, run multiple instances of the cache 
and see the dance of replication in front of your very eyes.

We can add features and optimize our cache infinitely, but infinite seems too much for our project. 
The last piece of our puzzle will be sharding our data.
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Sharding

Sharding is a fundamental technique that’s used to partition data across multiple nodes, ensuring 
scalability and performance. Sharding offers several key benefits that make it an attractive option for 
distributed caches:

•	 Horizontal scaling: Sharding allows you to scale horizontally by adding more nodes (shards) 
to your system. This enables the cache to handle larger datasets and higher request volumes 
without degrading performance.

•	 Load distribution: By distributing data across multiple shards, sharding helps balance the load, 
preventing any single node from becoming a bottleneck.

•	 Parallel processing: Multiple shards can process requests in parallel, leading to faster query 
and update operations.

•	 Isolation of failures: If one shard fails, the others can continue to operate, ensuring that the 
system remains available even in the presence of failures.

•	 Simplified management: Each shard can be managed independently, allowing for easier 
maintenance and upgrades without affecting the entire system.

Approaches to implementing sharding

There are several approaches to implementing sharding, each with its advantages and trade-offs. The 
most common approaches include range-based sharding, hash-based sharding, and consistent hashing.

Range-based sharding

In range-based sharding, data is divided into contiguous ranges based on the shard key (for example, 
numerical or alphabetical ranges). Each shard is responsible for a specific range of keys.

Advantages:

•	 Simple to implement and understand

•	 Efficient range queries

Disadvantages:

•	 Uneven distribution of data if the key distribution is skewed

•	 Hotspots can form if certain ranges are accessed more frequently

Hash-based sharding

In hash-based sharding, a hash function is applied to the shard key to determine the shard. This 
approach ensures a more uniform distribution of data across shards.
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Advantages:

•	 Even distribution of data

•	 Avoids hotspots caused by skewed key distributions

Disadvantages:

•	 Range queries are inefficient as they may span multiple shards

•	 Re-sharding (adding/removing nodes) can be complex

Consistent hashing

Consistent hashing is a specialized form of hash-based sharding that minimizes the impact of re-sharding. 
Nodes and keys are hashed to a circular space, and each node is responsible for the keys in its range.

Advantages:

•	 Minimizes data movement during re-sharding

•	 Provides good load balancing and fault tolerance

Disadvantages:

•	 More complex to implement compared to simple hash-based sharding

•	 Requires careful tuning and management

Let’s go with consistent hashing. This approach will help us achieve a balanced distribution of data 
and handle re-sharding efficiently.

Implementing consistent hashing

The first thing we need to do is create our hash ring. But wait! What is a hash ring? Keep calm and 
bear with me!

Imagine a circular ring on which each point represents a possible output of a hash function. This is 
our “hash ring.”

Each cache server (or node) in our system is assigned a random position on the ring that’s usually 
determined by hashing the server’s unique identifier (such as its address). These positions represent 
the node’s “ownership range” on the ring. Every piece of data (a cache entry) is hashed. The resulting 
hash value is also mapped to a point on the ring.

A data key is assigned to the first node it encounters while moving clockwise on the ring from its position.
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Visualizing the hash ring

In the following example, we can see the following:

•	 Key 1 is assigned to Node A

•	 Key 2 is assigned to Node B

•	 Key 3 is assigned to Node C

Let’s take a closer look:

      Node B
     /
    /      Key 2
   /
  /
 Node A --------- Key 1
  \
   \     Key 3
    \
     \
      Node C

The following file, hashring.go, is the foundation for managing the consistent hash ring:

package spewg

// ... (imports) ...

type Node struct {
    ID   string // Unique identifier
    Addr string // Network address
}

type HashRing struct {
    nodes  []Node         // List of nodes
    hashes []uint32       // Hashes for nodes (for efficient 
searching)
    lock   sync.RWMutex   // Concurrency protection
}

func NewHashRing() *HashRing { ... }

func (h *HashRing) AddNode(node Node) { ... }
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func (h *HashRing) RemoveNode(nodeID string) { ... }
func (h *HashRing) GetNode(key string) Node { ... }
func (h *HashRing) hash(key string) uint32 { ... }

Upon exploring the file in the repository, we can see the following:

•	 nodes: A slice to store node structs (the ID and address of each server).

•	 hashes: A slice of uint32 values to store the hashes of each node. This allows for efficient 
searching to find the responsible node.

•	 lock: A mutex to ensure safe, concurrent access to the ring.

•	 hash(): This function uses SHA-1 to hash node IDs and data keys.

•	 AddNode: This calculates a node’s hash, inserts it into the hashes slice, and sorts the slice to 
maintain order.

•	 GetNode: Given a key, it performs a binary search on the sorted hashes to find the first hash 
that’s equal to or greater than the key’s hash. The corresponding node in the nodes slice is 
the owner.

We also need to update server.go so that it can interact with the hash ring:

type CacheServer struct {
     cache    *Cache
     peers    []string
     hashRing *HashRing
     selfID   string
     mu       sync.Mutex
}

func NewCacheServer(peers []string, selfID string) *CacheServer {
     cs := &CacheServer{
          cache:    NewCache(10),
          peers:    peers,
          hashRing: NewHashRing(),
          selfID:   selfID,
     }
     for _, peer := range peers {
          cs.hashRing.AddNode(Node{ID: peer, Addr: peer})
     }
     cs.hashRing.AddNode(Node{ID: selfID, Addr: "self"})
     return cs
}
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Now, we need to modify SetHandler so that it handles replication and request forwarding:

const replicationHeader = "X-Replication-Request"

func (cs *CacheServer) SetHandler(w http.ResponseWriter, r *http.
Request) {
     var req struct {
          Key   string `json:"key"`
          Value string `json:"value"`
     }
     if err := json.NewDecoder(r.Body).Decode(&req); err != nil {
          http.Error(w, err.Error(), http.StatusBadRequest)
          return
     }

     targetNode := cs.hashRing.GetNode(req.Key)
     if targetNode.Addr == "self" {
          cs.cache.Set(req.Key, req.Value, 1*time.Hour)
          if r.Header.Get(replicationHeader) == "" {
               go cs.replicateSet(req.Key, req.Value)
          }
          w.WriteHeader(http.StatusOK)
     } else {
          cs.forwardRequest(w, targetNode, r)
     }
}

We also need to add the replicateSet method to replicate the set request to other peers:

func (cs *CacheServer) replicateSet(key, value string) {
     cs.mu.Lock()
     defer cs.mu.Unlock()

     req := struct {
          Key   string `json:"key"`
          Value string `json:"value"`
     }{
          Key:   key,
          Value: value,
     }

     data, _ := json.Marshal(req)

     for _, peer := range cs.peers {
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          if peer != cs.selfID {
               go func(peer string) {
                    client := &http.Client{}
                    req, err := http.NewRequest("POST", peer+"/set", 
bytes.NewReader(data))
                    if err != nil {
                         log.Printf("Failed to create replication 
request: %v", err)
                         return
                    }
                    req.Header.Set("Content-Type", "application/json")
                    req.Header.Set(replicationHeader, "true")
                    _, err = client.Do(req)
                    if err != nil {
                         log.Printf("Failed to replicate to peer %s: 
%v", peer, err)
                    }
               }(peer)
          }
     }
}

Once we’ve done this, we can change GetHandler so that it forwards requests to the appropriate node:

func (cs *CacheServer) GetHandler(w http.ResponseWriter, r *http.
Request) {
     key := r.URL.Query().Get("key")
     targetNode := cs.hashRing.GetNode(key)
     if targetNode.Addr == "self" {
          value, found := cs.cache.Get(key)
          if !found {
               http.NotFound(w, r)
               return
          }
          err := json.NewEncoder(w).Encode(map[string]string{"value": 
value})
          if err != nil {
               w.WriteHeader(http.StatusInternalServerError)
               return
          }
     } else {
          originalSender := r.Header.Get("X-Forwarded-For")
          if originalSender == cs.selfID {
               http.Error(w, "Loop detected", http.StatusBadRequest)
               return
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          }
          r.Header.Set("X-Forwarded-For", cs.selfID)
          cs.forwardRequest(w, targetNode, r)
     }
}

Both methods are using forwardRequest. Let’s create it as well:

func (cs *CacheServer) forwardRequest(w http.ResponseWriter, 
targetNode Node, r *http.Request) {
     client := &http.Client{}

     var req *http.Request
     var err error

     if r.Method == http.MethodGet {
          url := fmt.Sprintf("%s%s?%s", targetNode.Addr, r.URL.Path, 
r.URL.RawQuery)
          req, err = http.NewRequest(r.Method, url, nil)
     } else if r.Method == http.MethodPost {
          body, err := io.ReadAll(r.Body)
          if err != nil {
               http.Error(w, "Failed to read request body", http.
StatusInternalServerError)
               return
          }
          url := fmt.Sprintf("%s%s", targetNode.Addr, r.URL.Path)
          req, err = http.NewRequest(r.Method, url, bytes.
NewReader(body))
          if err != nil {
               http.Error(w, "Failed to create forward request", http.
StatusInternalServerError)
               return
          }
          req.Header.Set("Content-Type", r.Header.Get("Content-Type"))
     }

     if err != nil {
          log.Printf("Failed to create forward request: %v", err)
          http.Error(w, "Failed to create forward request", http.
StatusInternalServerError)
          return
     }
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     req.Header = r.Header

     resp, err := client.Do(req)
     if err != nil {
          log.Printf("Failed to forward request to node %s: %v", 
targetNode.Addr, err)
          http.Error(w, "Failed to forward request", http.
StatusInternalServerError)
          return
     }
     defer resp.Body.Close()

     w.WriteHeader(resp.StatusCode)
     _, err = io.Copy(w, resp.Body)
     if err != nil {
          log.Printf("Failed to write response from node %s: %v", 
targetNode.Addr, err)
     }
}

The last step is to update main.go so that it considers the nodes:

var port string
var peers string

func main() {
    flag.StringVar(&port, "port", ":8080", "HTTP server port")
    flag.StringVar(&peers, "peers", "", "Comma-separated list of peer 
addresses")

    flag.Parse()

    nodeID := fmt.Sprintf("%s%d", "node", rand.Intn(100))
    peerList := strings.Split(peers, ",")

    cs := spewg.NewCacheServer(peerList, nodeID)
    http.HandleFunc("/set", cs.SetHandler)
    http.HandleFunc("/get", cs.GetHandler)
    http.ListenAndServe(port, nil)
}

Let’s test our consistent hashing!
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Run the first instance:

go run main.go -port=:8083 -peers=http://localhost:8080

Run the second instance:

go run main.go -port=:8080 -peers=http://localhost:8083

The first set of tests will be the basic SET and GET commands. Let’s set a key-value pair on Node 
A (localhost:8080):

curl -X POST -H "Content-Type: application/json" -d '{"key": 
"mykey", "value": "myvalue"}' localhost:8080/set

Now, we can get the value from the correct node:

curl localhost:8080/get?key=mykey
# OR
curl localhost:8083/get?key=mykey

Depending on how mykey hashes, the value should be returned from either port 8080 or 8083.

To test the hashing and key distribution, we can set multiple keys:

curl -X POST -H "Content-Type: application/json" -d '{"key": "key1", 
"value": "value1"}' localhost:8080/set
curl -X POST -H "Content-Type: application/json" -d '{"key": "key2", 
"value": "value2"}' localhost:8080/set
curl -X POST -H "Content-Type: application/json" -d '{"key": "key3", 
"value": "value3"}' localhost:8080/set

Then, we can get the values and observe the distribution:

curl localhost:8080/get?key=key1
curl localhost:8083/get?key=key2
curl localhost:8080/get?key=key3

Note
Some keys might be on one server, while others might be on the second server, depending on 
how their hashes map onto the ring.
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The key takeaways from this implementation are as follows:

•	 The hash ring provides a way to consistently map keys to nodes, even as the system scales

•	 Consistent hashing minimizes disruptions caused by adding or removing nodes

•	 The implementation in the patch focuses on simplicity, using SHA-1 for hashing and a sorted 
slice for efficient node lookup

Congratulations! You’ve embarked on an exhilarating journey through the world of distributed 
caching, constructing a system that’s not just functional but primed for new optimization. Now, it’s 
time to unleash the full potential of your creation by digging deeper into the realms of optimization, 
metrics, and profiling. Think of this as fine-tuning your high-performance engine, ensuring it purrs 
with efficiency and speed.

Where you can go from here? Let’s sum this up:

•	 Optimization techniques:

	� Cache replacement algorithms: Experiment with alternative cache replacement algorithms 
such as Low Inter-Reference Recency Set (LIRS) or Adaptive Replacement Cache (ARC). 
These algorithms can offer improved hit rates and better adaptability to varying workloads 
compared to traditional LRU.

	� Tuning eviction policies: Fine-tune your TTL values and LRU thresholds based on your 
specific data characteristics and access patterns. This prevents the premature eviction of 
valuable data and ensures that the cache remains responsive to changing demands.

	� Compression: Implement data compression techniques to reduce the memory footprint of 
cached items. This allows you to store more data in the cache and potentially improve hit 
rates, especially for compressible data types.

	� Connection pooling: Optimize network communication by implementing connection 
pooling between your cache clients and servers. This reduces the overhead for establishing 
new connections for each request, leading to faster response times.

•	 Metrics and monitoring:

	� Key metrics: Continuously monitor essential metrics such as cache hit rate, miss rate, eviction 
rate, latency, throughput, and memory usage. These metrics provide valuable insights into 
the cache’s performance and help identify potential bottlenecks or areas for improvement.

	� Visualization: Utilize visualization tools such as Grafana to create dashboards that display 
these metrics in real time. This allows you to easily track trends, spot anomalies, and make 
data-driven decisions about cache optimization.
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	� Alerting: Set up alerts based on predefined thresholds for critical metrics. For example, you 
could receive an alert if the cache hit rate drops below a certain percentage or if latency exceeds 
a specified limit. This enables you to proactively address issues before they impact users.

•	 Profiling:

	� CPU profiling: Identify CPU-intensive functions or operations within your cache code. This 
helps you pinpoint areas where optimizations can yield the most significant performance gains.

	� Memory profiling: Analyze memory usage patterns to detect memory leaks or inefficient 
memory allocation. Optimizing memory usage can improve the cache’s overall performance 
and stability.

With dedication and a data-driven approach, you’ll unlock the full potential of your distributed cache 
and ensure it remains an asset in your future software architectures.

Oof! What a ride, huh? We explored a lot of design decisions and implementation during this chapter. 
Let’s wrap up what we have done.

Summary
In this chapter, we built a distributed cache from scratch. We started with a simple in-memory cache 
and gradually added features such as thread safety, HTTP interface, eviction policies (LRU and TTL), 
replication, and consistent hashing for sharding. Each step was a building block that contributed to 
the robustness, scalability, and performance of our cache.

While our cache is functional, it’s just the beginning. There are countless avenues for further exploration 
and optimization. The world of distributed caching is vast and ever-evolving, and this chapter has 
equipped you with the essential knowledge and practical skills to navigate it confidently. Remember, 
building a distributed cache is not just about the code; it’s about understanding the underlying 
principles, making informed design decisions, and continuously iterating to meet the evolving 
demands of your applications.

Now that we’ve navigated the treacherous waters of design decisions and trade-offs, we’ve laid a solid 
foundation for our distributed cache. We’ve combined the right strategies, technologies, and a dash 
of cynicism to create a robust, scalable, and efficient system. But designing a system is only half the 
battle; the other half is writing code that doesn’t make future developers (including ourselves) weep 
tears of frustration.

In the next chapter, Effective Code Practices, we’ll cover essential techniques to elevate your Go coding 
game. You’ll learn how to maximize performance by efficiently reusing system resources, eliminate 
redundant task execution for streamlined processes, master memory management to keep your 
system lean and fast, and sidestep common issues that can degrade performance. Prepare for a deep 
dive into Go’s best practices, where precision, clarity, and a touch of sarcasm are the keys to success.





14
Effective Coding Practices

Computer resources are plentiful these days, but they’re far from infinite. Knowing how to carefully 
manage and use them is vital to create resilient programs. This chapter is crafted to explore how to 
use resources appropriately and avoid memory leaks.

The chapter will cover the following key topics:

•	 Reusing resources

•	 Executing tasks once

•	 Efficient memory mapping

•	 Avoiding common performance pitfalls

By the end of this chapter, you will have gained practical experience handling resources using the 
standard library, and you will know how to avoid making common mistakes with it.

Technical requirements
All the code shown in this chapter can be found in the ch14 directory of our GitHub repository.

Reusing resources
Reusing resources is crucial in software development because it significantly enhances the efficiency 
and performance of applications. By reusing resources, we can minimize the overhead associated 
with resource allocation and deallocation, reduce memory fragmentation, and decrease the latency of 
resource-intensive operations. This approach leads to more predictable and stable application behavior, 
particularly under high load. In Go, the sync.Pool package exemplifies this principle by providing 
a pool of reusable objects that can be dynamically allocated and freed.

Alright, strap in kiddos – it’s time to take a wild ride through the exhilarating world of Go’s sync.
Pool. You see all those folks bragging about it like it’s the cure for buggy code? Well, they’re not 
entirely wrong; it’s just not the magic bullet they think it is.
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Imagine sync.Pool as your friendly neighborhood hoarder. You know, the one with a garage so 
full of stuff that you can barely squeeze in a bicycle. Except, in this case, instead of old newspapers 
and broken furniture, we’re talking about goroutines and memory allocations. Yep, sync.Pool 
is like the cluttered attic of your program, except it’s actually organized chaos designed to optimize 
your resource usage.

You see, sync.Pool comes with its own set of rules and quirks. For starters, objects in the pool aren’t 
guaranteed to stick around forever. They can be evicted at any time, leaving you high and dry when 
you least expect it. And then there’s the issue of concurrency. sync.Pool might be thread-safe, 
but that doesn’t mean you can just toss it into your code willy-nilly and expect everything to work.

So, what the heck is this thing good for? Well, let’s get technical. sync.Pool is a way to store and 
reuse objects in a way that’s safe for multiple goroutines to mess with simultaneously. It’s useful when 
you’ve got pieces of data that are used a lot, but temporarily, and making a new one each time is slow. 
Think of it like a temporary workspace for your goroutines.

The following code effectively demonstrates the use of sync.Pool to manage and reuse instances 
of bytes.Buffer, which is an efficient way to handle buffers, especially under high load or in 
highly concurrent scenarios. Here’s a breakdown of the code and the relevance of using sync.Pool:

type BufferPool struct {
    pool sync.Pool
}

BufferPool wraps sync.Pool, which is used to store and manage *bytes.Buffer instances:

func NewBufferPool() *BufferPool {
    return &BufferPool{
        pool: sync.Pool{
            New: func() interface{} {
                return new(bytes.Buffer)
            },
        },
    }
}

This function initializes BufferPool with sync.Pool, which creates new bytes.Buffer 
instances when needed. The New function is called when Get is invoked on an empty pool:

func (bp *BufferPool) Get() *bytes.Buffer {
    return bp.pool.Get().(*bytes.Buffer)
}



Reusing resources 307

Get() retrieves *bytes.Buffer from the pool. If the pool is empty, it uses the New function 
defined in NewBufferPool to create a new bytes.Buffer:

func (bp *BufferPool) Put(buf *bytes.Buffer) {
    buf.Reset()
    bp.pool.Put(buf)
}

Put returns *bytes.Buffer to the pool after resetting it, making it ready for reuse. Resetting the 
buffer is crucial to avoid data corruption between different uses:

func ProcessData(data []byte, bp *BufferPool) {
    buf := bp.Get()
    defer bp.Put(buf) // Ensure the buffer is returned to the pool.

    buf.Write(data)
    // Further processing can be done here.
    fmt.Println(buf.String()) // Example output operation
}

This function processes data using a buffer from BufferPool. It acquires a buffer from the pool, 
writes data to it, and ensures the buffer is returned to the pool after use with defer bp.Put(buf). 
An example operation, fmt.Println(buf.String()), is performed to demonstrate how the 
buffer might be used.

We can now use the code in our main function:

func main() {
    bp := NewBufferPool()
    data := []byte("Hello, World!")
    ProcessData(data, bp)
}

This creates a new BufferPool, defines some data, and processes it using ProcessData.

There are a few points to notice:

•	 By reusing bytes.Buffer instances, BufferPool reduces the need for frequent allocations 
and garbage collections, leading to better performance.

•	 sync.Pool is suitable for managing temporary objects that are only needed within the scope 
of a single goroutine. It helps reduce contention on shared resources by allowing each goroutine 
to maintain its own set of pooled objects, minimizing the need for synchronization between 
goroutines when accessing these objects.
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•	 sync.Pool is safe for concurrent use by multiple goroutines, making BufferPool robust 
in concurrent environments.

sync.Pool is essentially a cache for objects. When you need a new object, you can request it from 
the pool. If the pool has an available object, it will return it; otherwise, it will create a new one. Once 
you are done with the object, you return it to the pool, making it available for reuse. This cycle helps 
manage memory more efficiently and reduces the computational cost of allocation.

To ensure that we fully understand the capabilities of sync.Pool, let’s explore two more examples 
in different scenarios – network connections and JSON marshaling.

Using sync.Pool in a network server

In this scenario, we want to use sync.Pool to manage buffers for handling network connections, 
since it is a typical pattern in high-performance servers:

package main

import (
     "io"
     "net"
     "sync"
)

var bufferPool = sync.Pool{
     New: func() interface{} {
         return make([]byte, 1024) // creates a new buffer of 1 KB
     },
}

func handleConnection(conn net.Conn) {
     // Get a buffer from the pool
     buf := bufferPool.Get().([]byte)
     defer bufferPool.Put(buf) // ensure the buffer is put back after 
handling

     for {
         n, err := conn.Read(buf)
         if err != nil {
             if err != io.EOF {
                 // Handle different types of errors
                 println("Error reading:", err.Error())
             }
             break
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         }
         // Process the data, for example, echoing it back
         conn.Write(buf[:n])
     }
     conn.Close()
}

func main() {
     listener, err := net.Listen("tcp", ":8080")
     if err != nil {
         panic(err)
     }
     println("Server listening on port 8080")

     for {
         conn, err := listener.Accept()
         if err != nil {
             println("Error accepting connection:", err.Error())
             continue
         }
         go handleConnection(conn)
     }
}

In this example, buffers are reused for each connection, significantly reducing the amount of garbage 
generated and improving the server’s performance by minimizing garbage collection overhead. This 
pattern is beneficial in scenarios with high concurrency and numerous short-lived connections.

Using sync.Pool for JSON marshaling

In this scenario, we will explore how sync.Pool can be used to optimize buffer usage during 
JSON marshaling:

package main

import (
    "bytes"
    "encoding/json"
    "sync"
)

var bufferPool = sync.Pool{
    New: func() interface{} {
        return new(bytes.Buffer) // Initialize a new buffer
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    },
}

type Data struct {
    Name string `json:"name"`
    Age  int    `json:"age"`
}

func marshalData(data Data) ([]byte, error) {
    // Get a buffer from the pool
    buffer := bufferPool.Get().(*bytes.Buffer)
    defer bufferPool.Put(buffer)
    buffer.Reset() // Ensure buffer is empty before use
    // Marshal data into the buffer
    err := json.NewEncoder(buffer).Encode(data)
    if err != nil {
        return nil, err
    }
    // Copy the contents to a new slice to return
    result := make([]byte, buffer.Len())
    copy(result, buffer.Bytes())
    return result, nil
}
func main() {
    data := Data{Name: "John Doe", Age: 30}
    jsonBytes, err := marshalData(data)
    if err != nil {
        println("Error marshaling JSON:", err.Error())
    } else {
        println("JSON output:", string(jsonBytes))
    }
}

In this example, we use sync.Pool to manage the buffers into which JSON data is marshaled. The 
buffer is retrieved from the pool each time marshalData is called, and once the data is copied to 
a new slice to be returned, the buffer is put back into the pool for reuse. This approach prevents the 
allocation of a new buffer on each marshaling call.
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The buffer in the marshaling process

The buffer variable in this example is bytes.Buffer, which acts as a reusable buffer for the 
marshaled JSON data. Here’s the process step by step:

•	 Retrieve buffer: The buffer is retrieved from sync.Pool with bufferPool.Get().

•	 Reset buffer: It’s crucial to reset the buffer with buffer.Reset() before use to ensure its 
content is empty and ready for new data, ensuring data integrity.

•	 Marshaling: The json.NewEncoder(buffer).Encode(data) function marshals the 
data directly into the buffer.

•	 Copying data: Creating a new byte slice result and copying the marshaled data from the buffer 
is essential. This step is necessary because the buffer will be returned to the pool and reused, 
so its content must not be directly returned, avoiding potential data corruption.

•	 Return the buffer to the pool: The buffer is put back into the pool using defer bufferPool.
Put(buffer).

•	 Return result: The resulting slice containing the marshaled JSON data is returned from 
the function.

There are a few considerations when using sync.Pool. if you want to maximize the benefits of 
sync.Pool, make sure that you do the following:

•	 Use it for objects that are expensive to create or set up

•	 Avoid using it for long-lived objects, as it is optimized for objects that have short lifespans

•	 Be mindful that the garbage collector may automatically remove objects in the pool when 
there is high memory pressure, so always check for nil after fetching an object from the pool

Pitfalls

While sync.Pool can offer substantial performance benefits, it also introduces complexity and 
potential pitfalls:

•	 Data integrity: Extra care must be taken to ensure that data does not leak between uses of 
pooled items. This often means clearing buffers or other data structures before reuse.

•	 Memory overhead: If not managed properly, sync.Pool can lead to increased memory 
usage, especially if the objects held in the pool are large or the pool grows too large.

•	 Synchronization overhead: While sync.Pool minimizes the overhead of memory allocation, it 
introduces synchronization overhead that can become a bottleneck in highly concurrent scenarios.
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Performance is not a guessing game
When considering the use of sync.Pool for marshaling operations, it’s essential to benchmark 
and profile your specific application to ensure that the benefits outweigh the costs.

In system programming, where performance and efficiency are crucial, sync.Pool can be particularly 
useful. For instance, in network servers or other I/O-heavy applications, managing many small, short-
lived objects is common. Using sync.Pool in such scenarios can minimize latency and memory 
usage, leading to more responsive and scalable systems.

There are more useful capabilities in the sync package. For instance, we can leverage this package to 
ensure that code segments will be called exactly once, with sync.Once. Sounds promising, right? 
Let’s explore this concept in the next section.

Executing tasks once
sync.Once – the deceptively simple tool in the sync package that promises a safe haven of “run 
this code only once” logic. Can this tool save the day once again (pun intended)?

Imagine a group of hyperactive squirrels all scrambling toward the same acorn. That first lucky squirrel 
gets the prize; the rest are left staring at an empty spot, wondering what the heck just happened. That’s 
sync.Once for us. It’s great when you genuinely need that single-use, guaranteed execution – the 
initialization of a global variable, for example. But for anything more intricate, prepare for a headache.

If you are a Gen-X/Millennial Java enterprise person, you might suspect that sync.Once is just 
a lazy initialization, singleton pattern implementation. And yes! It is precisely that! But if you’re a 
Gen-Z, let me explain in simpler, non-ancient words – sync.Once stores a boolean and a mutex 
(think of it like a locked door). The first time a goroutine calls Do(), that boolean flips from false 
to true, and the code inside Do() gets executed. All other goroutines knocking on the mutex door 
hang around waiting for their turn, which will never come.

In Go terms, it takes a function, f, as its argument. The first time Do is called, it executes f. All 
subsequent calls to Do (even from different goroutines) will have no effect – they will simply wait 
until the initial execution of f completes.

Too abstract? Here’s a tiny example to illustrate the concept:

package main
import (
     "fmt"
     "sync"
)
var once sync.Once
func setup() {
     fmt.Println("Initializing...")
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}
func main() {
     // The setup function will only be called once
     once.Do(setup)
     once.Do(setup) // This won't execute setup again
}

This snippet has a simple setup function we want to execute only once. We use sync.Once’s Do 
method to ensure that the setup function is called exactly once, regardless of how many times Do is 
invoked. It’s like having a bouncer at your function’s door, ensuring that only the first caller gets in.

I don’t know about you, but, to me, all these steps seem a bit verbose to do a simple thing. Coincidentally 
or not, the Go team feels the same, and since version 1.21, we have had some shortcuts to do the same 
with three distinct functions – OnceFunc, OnceValue, and OnceValues.

Let’s break down their function signatures:

•	 OnceFunc(f func()) func(): This function takes a function, f, and returns a new 
function. The returned function, when called, will invoke f only once and return its result. This 
is handy when you want the result of a function that should only be computed once.

•	 OnceValue[T any](f func() T) func() T: This is similar to OnceFunc, but it’s 
specialized for functions that return a single value of type T. The returned function will return 
the value produced by the first (and only) call to f.

•	 OnceValues[T1, T2 any](f func() (T1, T2)) func() (T1, T2): This 
extends the concept further for functions that return multiple values.

These new functions eliminate some boilerplate code that you’d otherwise need when using Once.
Do. They offer a concise way to capture the “initialize once and return value” pattern often seen in 
Go programs. Also, they are designed to capture the results of the executed function. This eliminates 
the need for manual result storage.

To put things in perspective, let’s look at the following snippet that does the same task using both options:

// Using sync.Once
var once sync.Once
var config *Config

func getConfig() *Config {
    once.Do(func() {
        config = loadConfig()
    })
    return config
}
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// Using OnceValue
var getConfig = sync.OnceValue(func() *Config {
    return loadConfig()
})

Ultimately, remember that sync.Once is like that overly specific kitchen tool you buy, thinking it’ll 
revolutionize your cooking, but it ends up gathering dust in a drawer. It has its place, but most of the 
time, simpler synchronization tools or a bit of careful refactoring will be a much less frustrating option.

We choose sync.Once as a synchronization tool, not a result-sharing mechanism. There are multiple 
scenarios when we want to share the result of a function with multiple callers but control the execution 
of the function itself. Even better, we want to be able to deduplicate concurrent function calls. In these 
scenarios, we can leverage our next tool for the job – singleflight!

singleflight

The singleflight Go package is designed to prevent duplicate executions of a function while it is 
in flight. It is instrumental in system programming, where managing redundant operations efficiently 
can significantly enhance performance and reduce unnecessary load.

When multiple goroutines request the same resource simultaneously, singleflight ensures that 
only one request proceeds to fetch or compute the resource. All other requests wait for the result of the 
initial request, receiving the same response once it completes. This mechanism helps avoid repetitive 
work, such as multiple database queries for the same data or redundant API calls.

This concept is essential for programmers looking to optimize their systems, especially in high-
concurrency environments. It simplifies handling multiple requests by ensuring that expensive 
operations are not executed more than necessary. singleflight is straightforward to implement 
and can integrate seamlessly into existing Go applications, making it an attractive tool for system 
programmers aiming to boost efficiency and reliability.

The following example demonstrates how it can be used to ensure that a function is only executed 
once even if called multiple times concurrently:

package main

import (
    «fmt"
    «sync»
    «time»

    «golang.org/x/sync/singleflight"
)

func main() {
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    var g singleflight.Group
    var wg sync.WaitGroup

    // Function to simulate a costly operation
    fetchData := func(key string) (interface{}, error) {
         // Simulate some work
         time.Sleep(2 * time.Second)
         return fmt.Sprintf("Data for key %s", key), nil
    }

    // Simulate concurrent requests
    for i := 0; i < 5; i++ {
         wg.Add(1)
         go func(i int) {
              defer wg.Done()
              result, err, shared := g.Do("my_key", func() 
(interface{}, error) {
                   return fetchData("my_key")
              })
              if err != nil {
                   fmt.Printf("Error: %v\n", err)
                   return
              }
              fmt.Printf("Goroutine %d got result: %v (shared: %v)\n", 
i, result, shared)
         }(i)
    }

    wg.Wait()
}

In this example, the fetchData function is invoked by multiple goroutines, but singleflight.
Group ensures that it is only executed once. The other goroutines wait and receive the same result.

Package x/sync
singleflight is part of the golang.org/x/sync package. In other words, it is not part 
of the standard library, yet is maintained by the Go team. Ensure you “go get” it before using it.

Let’s explore another example, but this time, we will see how to use singleflight.Group for 
different keys, each potentially representing different data or resources:

package main
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import (
    «fmt"
    «sync»

    «golang.org/x/sync/singleflight"
)

func main() {
    var g singleflight.Group
    var wg sync.WaitGroup

    results := map[string]string{
         "alpha": "Alpha result",
         "beta":  "Beta result",
         "gamma": "Gamma result",
    }

    worker := func(key string) {
         defer wg.Done()
         result, err, _ := g.Do(key, func() (interface{}, error) {
              // Here we just return a precomputed result
              return results[key], nil
         })
         if err != nil {
              fmt.Printf("Error fetching data for %s: %v\n", key, err)
              return
         }
         fmt.Printf("Result for %s: %v\n", key, result)
    }

    keys := []string{«alpha», «beta», «gamma», «alpha», «beta», 
«gamma»}
    for _, key := range keys {
         wg.Add(1)
         go worker(key)
    }

    wg.Wait()
}
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In this example, different keys are handled, but the function call is deduplicated per key. For instance, 
multiple requests for "alpha" will result in only one execution, and all callers will receive the same 
"Alpha result".

The singleflight package is a powerful tool for managing concurrent function calls in Go. Here 
are some of the most common scenarios where it shines:

•	 Deduplicating network requests: Imagine a web server receiving multiple simultaneous 
requests for the same resource (e.g., product details). singleflight can ensure that only 
one request is made to the backend or database, while the others wait and receive the shared 
result. This prevents unnecessary loads and improves response times.

•	 Caching expensive operations: When dealing with computationally expensive functions (e.g., 
complex calculations and data transformations), singleflight allows you to cache the 
results of the first execution. Subsequent calls with the same parameters will reuse the cached 
result, avoiding redundant work.

•	 Throttling: You can use singleflight to limit the rate at which a function is executed. 
For example, if you have a function that interacts with a rate-limited API, singleflight 
can prevent multiple calls from happening simultaneously, ensuring compliance with the 
API’s restrictions.

•	 Background tasks: If you have background tasks that need to be triggered periodically, 
singleflight can ensure that only one instance of the task is running at a time, preventing 
resource contention and potential inconsistencies.

The most common benefit of introducing singleflight in these scenarios is preventing redundant 
work, especially in scenarios with high concurrency. It also avoids unnecessary computations or 
network requests.

Beyond concurrency management, another critical aspect of system programming is memory 
management. Efficiently accessing and manipulating large datasets can significantly boost performance, 
and this is where memory mapping comes into play.

Effective memory mapping
mmap (or Memory Map) is the forbidden fruit of system programming. It promises the sweet nectar 
of raw memory access, bypassing those pesky layers of file I/O. But like anything that whispers 
the promise of power, mmap comes with a side of head-scratching complexity and a few potential 
landmines. Let’s dive in, shall we?

Imagine mmap as breaking down the walls of your local library. Instead of laboriously checking out 
books (or reading from files the boring way), you gain direct access to the whole darn collection. You 
can flip through those dusty volumes at lightning speed, finding exactly what you need without waiting 
for the nice librarian (your operating system’s filesystem). Sounds amazing, right?
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It is a system call that creates a mapping between a file on disk and a block of memory in your 
program’s address space. Suddenly, those file bytes become just another chunk of memory for you to 
play with. This is awesome for huge files, where traditional read/write operations would chug along 
like a rusty steam engine.

Here’s how you can achieve this in Go, using the cross-platform golang.org/x/exp/mmap 
package instead of direct syscalls:

package main

import (
    "fmt"

    "golang.org/x/exp/mmap"
)

func main() {
    const filename = "example.txt"
    // Open the file using mmap
    reader, err := mmap.Open(filename)
    if err != nil {
        fmt.Println("Error opening file:", err)
        return
    }
    defer reader.Close()
    fileSize := reader.Len()
    data := make([]byte, fileSize)
    _, err = reader.ReadAt(data, 0)
    if err != nil {
        fmt.Println("Error reading file:", err)
        return
    }
    // Access the last byte of the file
    lastByte := data[fileSize-1]
    fmt.Printf("Last byte of the file: %v\n", lastByte)
}

In this example, we use the mmap package to manage the memory-mapped file. The reader object is 
retrieved using mmap.Open(), and the file is read into a data byte slice.



Effective memory mapping 319

API usage

The mmap package provides a higher-level API for memory-mapping files, abstracting away the 
complexities of direct syscall usage. Here’s the process step by step:

1.	 Open the file: The file is opened using mmap.Open(filename), which returns a ReaderAt 
interface to read the file.

2.	 Read the file: The file is read into a byte slice data using reader.ReadAt(data, 0).

3.	 Access Data: The last byte of the file is accessed and printed.

The main benefits of using the mmap package over direct syscalls are as follows:

•	 Cross-platform compatibility: The mmap package abstracts away platform-specific details, 
allowing your code to run on multiple operating systems without modification

•	 A simplified API: The mmap package provides a more Go-like interface, making the code 
easier to read and maintain

•	 Error handling: The package handles many of the error-prone details of memory mapping, 
reducing the likelihood of bugs and increasing the robustness of your code

But wait a minute! Do we need to leverage the OS to synchronize the data back just when it wants? 
This seems off! There are moments when we want to ensure that the app writes the data. For those 
situations, the msync syscall exists.

At any point in your program where you can access the slice mapping 
the memory, you can call it:// Modify data (example)
data[fileSize-1] = 'A'

// Synchronize changes
err = syscall.Msync(data, syscall.MS_SYNC)
if err != nil {
     fmt.Println("Error syncing data:", err)
     return
}

Advanced usage with protection and mapping flags

We can customize the behavior further by specifying protection and mapping flags. The mmap package 
doesn’t expose these directly, but understanding them is crucial for advanced usage:

•	 Protection flags:

	� syscall.PROT_READ: Pages may be read

	� syscall.PROT_WRITE: Pages may be written
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	� syscall.PROT_EXEC: Pages may be executed

	� A combination: syscall.PROT_READ | syscall.PROT_WRITE

•	 Mapping flags:

	� syscall.MAP_SHARED: Changes are shared with other processes that map the same file

	� syscall.MAP_PRIVATE: Changes are private to the process and not written back to the file

	� A combination: syscall.MAP_SHARED | syscall.MAP_POPULATE

The lesson here? mmap is like a high-performance sports car – exhilarating when handled correctly, 
but disastrous in the hands of the inexperienced. Use it wisely, for scenarios such as the following:

•	 Working with gigantic files: Quickly search, analyze, or modify massive datasets that would 
choke traditional I/O

•	 Shared memory communication: Create blazing-fast communication channels between processes

Remember, with mmap, you’re taking the safeties off. You need to handle synchronization, error 
checking, and potential memory corruption yourself. But when you do master it, the performance 
gains can be so satisfying that the complexity feels almost worthwhile.

MS_ASYNC
We can still make Msync async by passing the flag MS_ASYNC. The main difference is that we 
enqueue our request for modification, and the OS can eventually handle it. At this point, we can 
use Munmap or even crash. The OS will eventually handle writing the data unless it also crashes.

Avoiding common performance pitfalls
There are performance pitfalls in Golang – you’d think that with all its built-in concurrency magic, 
we could just sprinkle some goroutines here and there and watch our programs fly. Unfortunately, the 
reality isn’t that generous, and treating Go like a performance panacea is like expecting a spoonful 
of sugar to fix a flat tire. It’s sweet, but oh boy – it’s not going to help when your code base starts to 
resemble a rush-hour traffic jam.

Let’s dive into an example that illustrates a common misstep – excessive creation of goroutines for 
tasks that aren’t CPU-bound:

package main

import (
    "net/http"
    "time"
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)

func main() {
    for i := 0; i < 1000; i++ {
        go func() {
            _, err := http.Get("http://example.com")
            if err != nil {
                panic(err)
            }
        }()
    }
    time.Sleep(100 * time.Second)
}

In this example, spawning a thousand goroutines to make HTTP requests is like sending a thousand 
people to fetch a single cup of coffee – inefficient and chaotic. Instead, using a worker pool or 
controlling the number of concurrent goroutines can significantly improve both performance and 
resource utilization.

Even using thousands of goroutines is inefficient; the real problem is when we leak memory, which 
can literally kill our programs.

Leaking with time.After

The time.After function in Go is a convenient way to create a timeout, returning a channel that 
delivers the current time after a specified duration. However, its simplicity can be deceptive because 
it can lead to memory leaks if not used carefully.

Here’s why time.After can lead to memory issues:

•	 Channel creation: Each call to time.After generates a new channel and starts a timer. This 
channel receives a value when the timer expires.

•	 Garbage collection: The channel and the timer are not eligible for garbage collection until the 
timer fires, regardless of whether you still need the timer or not. This means that if the duration 
specified is long, or if the channel is not read from (because the operation using the timeout 
finishes earlier), the timer and its channel continue to occupy memory.

•	 No timer stop: There’s no way to stop the timer created by time.After before it fires. Unlike 
creating a timer with time.NewTimer, which provides a Stop method to halt the timer and 
release resources, time.After does not expose such a mechanism. Therefore, if the timer is 
no longer needed, it still consumes resources until it completes.
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Here’s an example to illustrate the problem:

func processWithTimeout(duration time.Duration) {
    timeout := time.After(duration)
    // Simulate a process that might finish before the timeout
    done := make(chan bool)
    go func() {
        // Simulated work (e.g., fetching data, processing, etc.)
        time.Sleep(duration / 2) // finishes before the timeout
        done <- true
    }()

    select {
    case <-done:
        fmt.Println("Finished processing")
    case <-timeout:
        fmt.Println("Timed out")
    }
}

In this example, even though the processing might finish before the timeout occurs, the timer associated 
with time.After will still occupy memory until it sends a message to its channel, which is never 
read because the select block has already been completed.

For scenarios where memory efficiency is crucial and the timeouts are either long or not always 
necessary (i.e., the operation might finish before the timeout), it is better to use time.NewTimer. 
This way, you can stop the timer manually when it is no longer needed:

func processWithManualTimer(duration time.Duration) {
    timer := time.NewTimer(duration)
    defer timer.Stop() // Ensure the timer is stopped to free up 
resources

    done := make(chan bool)
    go func() {
        // Simulated work
        time.Sleep(duration / 2) // finishes before the timeout
        done <- true
    }()

    select {
    case <-done:
        fmt.Println("Finished processing")
    case <-timer.C:
        fmt.Println("Timed out")
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    }
}

By using time.NewTimer and stopping it with timer.Stop(), you ensure that resources are 
immediately freed once they are no longer needed, thus preventing a memory leak.

Defer in for loops

In Go, defer is used to schedule a function call to be run after the function completes. It’s typically 
used to handle clean-up actions, such as closing file handles or database connections. However, when 
defer is used inside a loop, the deferred calls do not execute immediately at the end of each iteration 
as might intuitively be expected. Instead, they accumulate and execute only when the entire function 
containing the loop exits.

This behavior means that if you defer a cleanup operation inside a loop, every deferred call stacks up 
in memory until the loop exits. This can lead to high memory usage, especially if the loop iterates 
many times, which might not only affect performance but also lead to program crashes, due to 
out-of-memory errors.

Here’s a simplified example to illustrate this issue:

func openFiles(filenames []string) error {
    for _, filename := range filenames {
        f, err := os.Open(filename)
        if err != nil {
            return err
        }
        defer f.Close() // defer the close until the function exits
    }
    // Other processing
    return nil
}

In this example, if filenames contain hundreds or thousands of names, each file gets opened one 
by one per loop iteration, and defer f.Close() schedules the file to be closed only when the 
openFiles function exits. If the number of files is large, this can accumulate a substantial amount 
of memory reserved for all these open files.

To avoid this pitfall, manage the resource within the loop itself without using defer if the resource 
does not need to persist beyond the scope of the loop iteration:

func openFiles(filenames []string) error {
    for _, filename := range filenames {
        f, err := os.Open(filename)
        if err != nil {
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            return err
        }
        // Do necessary file operations here
        f.Close() // Close the file explicitly within the loop
    }
    return nil
}

In this revised approach, each file is closed right after its related operations are completed within the 
same loop iteration. This prevents unnecessary memory buildup and ensures that resources are freed 
up as soon as they are no longer needed, which is much more memory efficient.

Maps management

Maps in Go are highly flexible and dynamically grow as more key-value pairs are added. However, one 
crucial aspect of maps that developers sometimes overlook is that maps do not automatically shrink 
or release memory when items are removed. If the keys are continuously added without management, 
the map will continue to increase in size, potentially consuming a large amount of memory – even if 
many of those keys are no longer needed.

The Go runtime optimizes map operations for speed rather than memory usage. When items are deleted 
from a map, the runtime does not immediately reclaim the memory associated with those entries. 
Instead, the memory remains part of the map’s underlying structure to allow for faster re-insertion 
of new items. The idea is that if space was needed once, it might be needed again, which can improve 
performance in scenarios with frequent additions and deletions.

Consider a scenario where a map is used to cache results of operations or store session information 
in a web server:

sessions := make(map[string]Session)

func newUserSession(userID string) {
    session := createSessionForUser(userID)
    sessions[userID] = session
}

func deleteUserSession(userID string) {
    delete(sessions, userID) // This does not shrink the map.
}

In the preceding example, even after a session is deleted using delete(sessions, userID), 
the map does not release the memory where the session data was stored. Over time, with enough user 
turnover, the map can grow to consume a significant amount of memory, leading to a memory leak 
if the map continues to expand without bounds.
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If you know that the map should shrink after many deletions, consider creating a new map and copying 
over only the active items. This can release memory held by many deleted entries:

if len(sessions) < len(deletedSessions) {
    newSessions := make(map[string]Session, len(sessions))
    for k, v := range sessions {
        newSessions[k] = v
    }
    sessions = newSessions
}

For specific use cases, such as when keys have a short lifespan or the map size fluctuates significantly, 
consider using specialized data structures or third-party libraries designed for more efficient memory 
management. Also, it’s beneficial to schedule regular clean-up operations where you assess the utility 
of data within the map and remove unnecessary entries. This is particularly important in caching 
scenarios where stale data can linger indefinitely.

Resource management

While the garbage collector effectively manages memory, it does not handle other types of resources, 
such as open files, network connections, or database connections. These resources must be explicitly 
closed to free up the system resources they consume. If not properly managed, these resources can 
remain open indefinitely, leading to resource leaks that can eventually exhaust the system’s available 
resources, potentially causing an application to slow down or crash.

A common scenario where resource leaks occur is when handling files or network connections:

func readFile(path string) ([]byte, error) {
    f, err := os.Open(path)
    if err != nil {
        return nil, err
    }
    // Missing defer f.Close()

    return io.ReadAll(f)
}

In the preceding function, the file is opened but never closed. This is a resource leak. The correct 
approach should include a defer statement to ensure that the file is closed after all operations on 
it are complete:

func readFile(path string) ([]byte, error) {
    f, err := os.Open(path)
    if err != nil {
        return nil, err
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    }
    defer f.Close() // Ensures that the file is closed

    return ioutil.ReadAll(f)
}

It’s crucial to handle resources correctly, not just when operations succeed but also when they fail. 
Consider the case of initializing a network connection:

func connectToService() (*net.TCPConn, error) {
    addr, _ := net.ResolveTCPAddr("tcp", "example.com:80")
    conn, err := net.DialTCP("tcp", nil, addr)
    if err != nil {
        return nil, err
    }
    // Do something with the connection
    // If an error occurs here, the connection might never be closed.

    return conn, nil
}

In this example, if an error occurs after the connection is established but before it is returned (or 
during any subsequent operations before the connection is explicitly closed), the connection might 
remain open. This can be mitigated by ensuring that connections are closed in the face of errors, 
possibly using a pattern like this:

func connectToService() (*net.TCPConn, error) {
    addr, _ := net.ResolveTCPAddr("tcp", "example.com:80")
    conn, err := net.DialTCP("tcp", nil, addr)
    if err != nil {
        return nil, err
    }
    defer func() {
        if err != nil {
            conn.Close()
        }
    }()

    // Do something with the connection

    return conn, nil
}
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Handling HTTP bodies

Every http.Response from an HTTP client operation contains a Body field, which is 
io.ReadCloser. This Body field holds the response body. According to Go’s HTTP client 
documentation, the user is responsible for closing the response body when finished with it. Failing to 
close the response body can keep underlying sockets open longer than necessary, leading to resource leaks 
that can exhaust system resources, degrade performance, and eventually cause application instability.

When an http.Response body is not closed, the following scenarios can occur:

•	 Network and socket resources: The underlying network connections can remain open. These 
are limited system resources. When they are used up, new network requests cannot be made, 
which can block or break parts of an application or even other applications running on the 
same system.

•	 Memory usage: Each open connection consumes memory. If many connections are left open 
(especially in high-throughput applications), this can lead to substantial memory use and 
potential exhaustion.

A typical scenario where developers might forget to close the response body is when handling 
HTTP requests:

func fetchURL(url string) error {
    resp, err := http.Get(url)
    if err != nil {
        return err
    }
    // Assume the body is not needed and forget to close it
    return nil
}

In this example, the response body is never closed. Even though the function does not explicitly need 
the body, it is still fetched and must be closed to free up resources.

The correct way to handle this is to ensure the response body is closed as soon as you are done with 
it, using defer immediately after checking the error from the HTTP request:

func fetchURL(url string) error {
    resp, err := http.Get(url)
    if err != nil {
        return err
    }
    defer resp.Body.Close()  // Ensure the body is closed

    // Now it's safe to use the body, for example, read it into a 
variable



Effective Coding Practices328

    body, err := io.ReadAll(resp.Body)
    if err != nil {
        return err
    }
    fmt.Println(string(body))  // Use the body for something

    return nil
}

In this corrected example, defer resp.Body.Close() is used immediately after confirming 
the request did not fail. This ensures that the body is always closed, regardless of how the rest of the 
function executes (whether it returns early due to an error or completes fully).

Channel mismanagement

When using unbuffered channels, the send operation blocks until another goroutine is ready to 
receive the data. If the receiving goroutine has terminated or fails to continue execution to the point 
of the receive operation (due to a logic error or condition), the sending goroutine will be blocked 
indefinitely. This results in both the goroutine and the channel consuming resources indefinitely.

Buffered channels allow you to send multiple values without a receiver being ready to read immediately. 
However, if values remain in a channel buffer and there are no remaining references to this channel 
(e.g., all goroutines that could read from the channel have finished execution without draining the 
channel), the data remains in memory, leading to a memory leak.

Sometimes, channels are used to control the execution flow of goroutines, such as signaling to stop 
execution. If these channels are not closed or if goroutines don’t have a way to exit based on channel 
input, it might lead to goroutines running indefinitely.

Consider a scenario where a goroutine sends data to a channel that is never read:

func produce(ch chan int) {
    for i := 0; ; i++ {
        ch <- i  // This will block indefinitely if there's no 
receiver
    }
}

func main() {
    ch := make(chan int)
    go produce(ch)
    // No corresponding receive operation
    // The goroutine produce will block after sending the first item
}
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In the preceding example, the produce goroutine will block indefinitely after sending the first integer 
to the channel because there is no receiver. This causes the goroutine and the value in the channel to 
remain in memory indefinitely.

To manage channels effectively and prevent such leaks, do the following:

•	 Ensure that channels have corresponding senders and receivers: Always make sure that 
every channel has a goroutine ready to receive the data it sends, or consider using select 
statements with a default case to avoid blocking.

•	 Close channels when no longer needed: This can signal to receiving goroutines that no more 
data will be sent on a channel. However, be careful to ensure that no goroutine attempts to 
send on a closed channel, as this will cause a panic.

•	 Use timeouts and select statements: These can help manage situations where a channel 
operation might be blocked indefinitely. The select statement can be used with case for 
channel operations and a default case to handle the scenario where no channels are ready.

Here’s a refined example using a timeout:

func produce(ch chan int) {
    for i := 0; ; i++ {
        select {
        case ch <- i:
            // Successfully sent data
        case <-time.After(5 * time.Second):
            // Handle timeout e.g., exit goroutine or log warning
            return
        }
    }
}

func main() {
    ch := make(chan int)
    go produce(ch)
    // Implementation of a receiver or another form of channel 
management
}

In general, to prevent resource leaks, do the following:

•	 Always defer the closing of resources immediately after their successful creation

•	 Check for errors that could occur after resource acquisition but before they are returned or 
further used
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•	 Consider using patterns such as defer inside conditional blocks or immediately after checking 
for a successful resource acquisition

•	 Use tools such as static analyzers, which can help catch cases where resources are not closed

In conclusion, learning about everyday problems and pitfalls is more than avoiding these features; 
it is about mastering the language. Think of it as tuning a guitar; each string must be adjusted to 
the right tone. Too tight, and it snaps; too loose, and it won’t play. Mastering Go’s and its memory 
management requires a similar touch, ensuring that each component is in harmony to produce the 
most efficient performance. Keep it simple, measure often, and adjust as necessary – your programs 
(and your sanity) will thank you.

Summary
Effective coding practices in Go involve efficient resource management, proper synchronization, and 
avoiding common performance pitfalls. Techniques such as reusing resources with sync.Pool, ensuring 
one-time task execution with sync.Once, preventing redundant operations with singleflight, 
and using memory mapping efficiently can significantly enhance application performance. Always 
be mindful of potential issues such as memory leaks, resource mismanagement, and improper use of 
concurrency constructs to maintain optimal performance and resource utilization.
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Stay Sharp with System 

Programming

This chapter will wrap up our learning journey by exploring the history of the most famous projects 
and companies adopting Go. You will also be presented with the most iconic materials to learn about 
system programming and how to stay up to date with this community.

The chapter will cover the following key topics:

•	 Real-world applications

•	 Navigating the system programming landscape

•	 Resources for continued learning

By the end of this chapter, you will have learned how to continue enhancing your system programming 
knowledge and its ecosystem.

Real-world applications
The best way to truly grasp the power of Go in system programming is to see it in the wild. Let’s explore 
real-world use cases where Go has been successfully employed to build robust and efficient systems.

Dropbox’s leap of faith

“Python is perfect for everything, right?” Ah, the sweet sound of naive optimism. You know – the kind 
you hear just before a catastrophic performance bottleneck in your monolithic Python code base. But 
hey, at least it was quick to write; am I right?

You know, migrating from Python to Go is a bit like swapping out a skateboard for a Formula One 
race car. Sure – both get you from point A to B, but one does it with a heck of a lot more speed and 
precision. And let’s face it, who doesn’t love the thrill of a roaring engine, especially when it means 
your cloud storage service can handle millions of concurrent users?
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Dropbox, the beloved cloud storage giant, found itself in a similar predicament. Their Python backend, 
while convenient in the early days, was starting to creak under the weight of its own success. That’s 
when they made the bold decision to rewrite a significant chunk of their backend in Go. It’s fast, it’s 
efficient, and it’s got a concurrency model that makes scalability feel like child’s play. Well, maybe not 
child’s play, but certainly less like herding cats than Python’s threading model.

One of the key challenges Dropbox faced was handling a massive number of concurrent requests. With 
Python, this often involved spawning a new thread for each request, which quickly became a resource 
hog. Go, on the other hand, uses goroutines, which are far lighter and cheaper to create. This allowed 
Dropbox to scale its backend effortlessly, handling millions of concurrent users without breaking a sweat.

No one can tell the story better than the Dropbox team itself. You can see it in more detail at the Go 
at Dropbox talk (https://www.youtube.com/watch?v=JOx9enktnUM).

HashiCorp – Go from day one

Infrastructure as code? More like infrastructure as a tangled ball of yarn. That’s the kind of exasperated 
sigh you’ll hear from DevOps engineers wrestling with complex configuration management tools. But 
fear not, for HashiCorp, the wizards of infrastructure automation, have a solution that’s as smooth as 
a well-oiled Kubernetes cluster.

Imagine trying to build a house using nothing but duct tape and toothpicks. It might work, but it’ll be flimsy, 
unstable, and prone to collapse. That’s what traditional infrastructure management can feel like. HashiCorp, 
however, offers a different approach, one that’s rooted in code, automation, and the power of Go.

HashiCorp, the creator of tools such as Terraform, Vault, and Consul, made a strategic decision early on 
to embrace Go as their primary language. This wasn’t just a whim; it was a calculated move that aligned 
with their vision of a more efficient, reliable, and scalable approach to infrastructure management.

In an interview with Nic Jackson, a developer at HashiCorp, he discusses why they decided to use Go 
as the primary programming language for their products.

Here are some of the reasons why HashiCorp decided to use Go:

•	 It is simple and easy to learn, which makes it easier for developers to get started with and 
be productive.

•	 It is good for building small, succinct applications. HashiCorp builds a lot of microservices, 
which are small, self-contained services that work together.

•	 It has a rich standard library, which means that a lot of the functionality that HashiCorp needs 
is already built into the language. This makes it easier to write programs in Go.

•	 It is good for building highly distributed systems. HashiCorp’s products are designed to be 
used in distributed environments, and Go’s concurrency model makes it easy to write code 
that can run on multiple machines.

https://www.youtube.com/watch?v=JOx9enktnUM
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You can see the interview integrally at the following link: https://youtu.be/qlwp0mHFLHU

Grafana Labs – visualizing success with Go

In the ecosystem of monitoring and observability, Grafana Labs has emerged as a dominant force, 
empowering organizations to gain insights into their complex systems. While Grafana, their flagship 
visualization platform, is primarily a frontend application, the company’s backend infrastructure 
and numerous supporting tools are built on the foundation of Go. This strategic choice has played a 
crucial role in their ability to deliver high-performance, scalable, and reliable solutions for monitoring 
and observability.

Modern systems generate a deluge of data, from metrics and logs to traces. Grafana Labs recognized 
the need for a backend infrastructure that could ingest, process, and store this data efficiently. Go’s 
inherent performance advantages, stemming from its compiled nature and efficient concurrency 
model, made it an ideal choice for handling the demanding workloads of monitoring and observability.

Grafana Labs leverages Go’s goroutines and channels to create highly concurrent and efficient backend 
services. Goroutines, lightweight threads of execution, allow them to handle a massive number of 
concurrent operations, such as data ingestion and query processing, without the overhead of traditional 
threads. Channels facilitate seamless communication and synchronization between goroutines, ensuring 
data integrity and efficient resource utilization.

Beyond Grafana, Grafana Labs has developed a suite of tools and components that rely on Go’s 
capabilities. Loki, their log aggregation system, utilizes Go’s efficient I/O handling and compression 
algorithms to ingest and store vast amounts of log data. Tempo, their distributed tracing backend, 
leverages Go’s networking capabilities for seamless communication between tracing agents and the 
central Tempo server.

They define the main advantages of using Go:

•	 Speed: Go is quick, though not as fast as a meticulously written C program. However, it allows 
for quicker development compared to C. It significantly outpaces languages such as Perl or 
Ruby in terms of execution speed.

•	 Simplified deployment: The static binaries that Go creates are straightforward to deploy.

•	 Balanced freedom: Go offers considerable flexibility without the temptations of unnecessary 
complex pointer arithmetic, promoting simpler, effective coding practices.

•	 Cross-platform compatibility: Go supports building applications across various platforms, 
including Linux, Solaris, macOS, Windows, and BSDs on different architectures such as amd64, 
i686, or arm. Even lesser-known systems such as plan9 might be supported, depending on the 
libraries used. For extremely uncommon platforms, gccgo might offer a viable solution.

https://youtu.be/qlwp0mHFLHU


Stay Sharp with System Programming334

•	 Accessibility in programming: Go simplifies backend and systems programming with its 
powerful yet elegant syntax.

•	 Profiling tools: The profiling capabilities in Go, such as CPU and heap profiling, are robust and 
valuable. The addition of trace profiling in Go 1.5 has been particularly beneficial.

•	 Built-in concurrency: Concurrency is an integral part of Go, making it easy to manage and 
effective to use.

•	 Powerful interfaces: Although Go’s interfaces may require some learning, they become 
indispensable once mastered.

There’s a full breakdown of the use of Go in Grafana Labs in the Where and Why We Use Go blog 
post (https://grafana.com/blog/2015/08/21/where-and-why-we-use-go/).

Docker – building a container revolution with Go

Docker, the platform that revolutionized software development and deployment with its container 
technology, owes much of its success to a rather unconventional choice: Go. While other established 
languages such as Java or C++ might have seemed more obvious for building such a complex system, 
Docker’s founders recognized the unique advantages Go offered for their ambitious project.

At its core, Docker is about lightweight isolation and portability. Go’s minimalist syntax and compiled 
nature aligned perfectly with this philosophy. Go’s fast compilation times and ability to produce statically 
linked binaries streamlined the development process and ensured consistent behavior across different 
environments, making it easier to package and distribute Docker containers.

Docker’s design heavily relies on concurrency to manage multiple containers simultaneously. Go’s 
goroutines and channels provide a lightweight and efficient concurrency model, allowing Docker to 
handle many concurrent operations with minimal overhead. This proved crucial for building a scalable 
and responsive platform that could efficiently manage containerized applications.

One of Docker’s key strengths is its ability to run on various platforms, from Linux to Windows to 
macOS. Go’s cross-platform compatibility simplified the development process, as developers could 
write code once and compile it for different architectures without significant modifications. This 
enabled Docker to quickly expand its reach and become the de facto standard for containerization.

Although Go was relatively new when Docker was created, its increasing community and rapidly growing 
ecosystem provided the necessary libraries and tools for building a complex system. The Docker team 
actively contributed to the Go community, developing open source libraries such as libcontainer 
for low-level container management, further solidifying Go’s position in the container ecosystem.

In retrospect, Docker’s decision to embrace Go appears almost prescient. Go’s unique strengths aligned 
seamlessly with the requirements of containerization, enabling the Docker team to build a robust, 
efficient, and portable platform that transformed the way software is developed and deployed. While 

https://grafana.com/blog/2015/08/21/where-and-why-we-use-go/
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other languages might have sufficed, Go’s combination of simplicity, performance, concurrency, and 
cross-platform compatibility proved to be the perfect recipe for building a container revolution.

The list of successful applications written in Go goes on. To put things in perspective, Golang steals the 
scene in the Cloud Native Computing Foundation (CNCF). Most cloud-native apps are written in Go.

You can browse all these projects at https://www.cncf.io/.

SoundCloud – from Ruby to Go

SoundCloud initially built their platform using Ruby on Rails, which they affectionately called 
“Mothership.” This monolithic application handled their public API, used by both their client 
applications and thousands of third-party applications, as well as the user-facing web application. As 
the platform grew, so did the complexity and scale of the challenges they faced. With millions of users 
and a massive volume of music uploads every minute, the limitations of the monolithic architecture 
became increasingly apparent​.

To address scalability issues, SoundCloud decided to transition to a microservices architecture. This 
approach allowed them to separate domain logic into smaller, independent services, each with its own 
well-defined API. The microservices architecture provided greater flexibility and improved scalability, 
but it also introduced new challenges, such as managing inter-service communication and ensuring 
consistent data handling.

SoundCloud’s engineering team evaluated several programming languages to support their new 
microservices architecture. Go was chosen for several key reasons:

•	 Performance and concurrency: Go’s efficient concurrency model, powered by goroutines, 
allowed SoundCloud to handle numerous simultaneous connections, which was crucial for 
their high-traffic platform.

•	 Simplicity and readability: Go’s design philosophy of simplicity and minimalism made it easier 
for engineers to understand and maintain the code. The language’s what you see is what you 
get (WYSIWYG) nature helped new engineers become productive quickly, reducing the time 
from onboarding to making meaningful contributions.

•	 Fast compilation and deployment: Go’s fast compilation times and static typing facilitated 
quick iterations during development. This enabled SoundCloud to rapidly develop, test, and 
deploy new features, improving their overall development velocity.

•	 Community and ecosystem: The growing ecosystem of Go libraries and tools, as well as an 
active community, provided SoundCloud with the resources and support needed to build 
robust applications​.

https://www.cncf.io/
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SoundCloud gradually migrated their services to Go, starting with non-critical components to minimize 
risk. They developed several internal tools and libraries to support the new architecture, including 
Bazooka, their deployment platform. This phased approach allowed them to incrementally refactor 
the monolith without disrupting existing services.

The transition to Go resulted in significant improvements in system performance and reliability. By 
leveraging Go’s concurrency features, SoundCloud could handle higher loads with fewer resources, 
reducing server costs. The simplicity of Go’s syntax and structure also made code reviews more focused 
on the problem domain rather than language intricacies, enhancing collaboration and productivity 
among developers​.

SoundCloud’s migration to Go was driven by the need for better performance, scalability, and 
maintainability as their platform grew. By adopting Go and a microservices architecture, they 
successfully overcame the limitations of their monolithic Ruby on Rails application, setting a strong 
foundation for future growth and innovation.

Navigating the system programming landscape
The world of system programming is constantly evolving. To remain a skilled practitioner, it’s essential 
to stay informed about the latest developments.

Go release notes and blog

Religiously follow Go’s release notes. Each new version often brings enhancements specifically for 
system programming, such as improved memory management or runtime optimizations.

The official Go blog is an excellent resource for staying up to date with the latest news, announcements, 
and updates related to the Go programming language. You can find it at https://blog.golang.
org/.

Community

It may sound dated, but joining mailing lists such as golang-nuts and golang-dev can keep 
you in the loop about discussions, announcements, and developments in the Go community.

Controversy aside, following influential Go developers, Go-related accounts, and hashtags such as 
#golang on X can provide real-time updates, discussions, and links to interesting articles and resources.

Also, participate in online forums (such as Go’s subreddit), Slack channels, and conferences (such as 
GopherCon). Engage with other Go developers, learn from their experiences, and share your knowledge.

https://blog.golang.org/
https://blog.golang.org/


Resources for continued learning 337

Contribution

I highly recommend you follow repositories related to the Go programming language on GitHub, 
especially the official Go repository and popular Go libraries and frameworks, which can give you 
insights into ongoing developments, issues, and pull requests. As you feel confident, contributing to 
open source Go projects is an excellent way to learn and give back to the community.

Tip: Start with smaller contributions or bug fixes, and gradually take on more challenging tasks.

Experimentation

Don’t hesitate to experiment with new Go features and libraries as they become available. Hands-on 
experience is invaluable for understanding their potential in your projects.

Resources for continued learning
Your journey in system programming with Go doesn’t end here. The following resources will help 
you expand your knowledge and skills.

System programming focuses more on deepening your understanding of the fundamental layers of a 
computer system than on chasing the latest technologies or frameworks. It may seem counterintuitive, 
but the goal is to master the core principles rather than just keep up with the newest trends. By gaining 
a solid grasp of how operating systems, hardware, and system libraries interact, you develop the ability 
to write more efficient and reliable code.

This field requires a thorough knowledge of low-level programming languages, such as C and sometimes 
Assembly, as these languages offer the fine-grained control needed to manipulate hardware directly. 
System programmers often work on developing or modifying operating systems, drivers, embedded 
systems, and performance-critical applications. They need to understand memory management, 
process scheduling, and filesystem implementations, among other core components.

Moreover, system programming emphasizes a deep understanding of computer architecture, including 
CPU operations, caching mechanisms, and I/O processes. This knowledge enables you to optimize 
software to run efficiently on the hardware it targets, which is vital for applications where performance 
and resource utilization are critical.

Another aspect of system programming is its stability and longevity. Unlike high-level frameworks 
and libraries, which may become obsolete as new technologies emerge, the fundamental concepts 
of system programming remain constant. Mastering these principles provides a robust foundation 
that can be applied across various technologies and platforms, ensuring long-term relevance in the 
ever-evolving field of computer science.
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I have some book recommendations for you, but they might be considered classics compared with 
recent publications.

Advanced Programming in the UNIX Environment by W. Richard 
Stevens

Often referred to as APUE, this book is a detailed study of Unix system programming, covering all 
aspects of the Unix operating system and the fundamentals of system programming. It serves as an 
essential reference for understanding how Unix systems work, delving into topics such as file I/O, 
process control, signal handling, and inter-process communication (IPC). The book is known for 
its clear explanations and practical examples, making complex concepts accessible to both novice and 
experienced programmers. It also emphasizes best practices and robust programming techniques, 
equipping readers with the skills necessary to develop reliable and efficient Unix applications. With 
its comprehensive coverage and authoritative insights, APUE is a cornerstone in the library of any 
serious Unix programmer.

Learn C Programming - Second Edition: A beginner’s guide to 
learning the most powerful and general-purpose programming 
language with ease

In system programming, you will invariably touch some C code. In this case, I would recommend a smooth 
ride instead of a mountain bike competition. This book is like training wheels for your programming 
bike. It holds your hand, wipes your tears, and gently guides you into the cold, unforgiving world of C.

The author distills the chaos of C into something you might understand. It’s almost like magic, but 
less exciting. Each chapter gives you examples to chew on, making sure you don’t just stare blankly at 
your screen, wondering what went wrong. The book doesn’t just throw you into the deep end. Instead, 
it walks you down the stairs into the shallow end, one careful step at a time.

This isn’t your grandpa’s C programming book. It’s got all the modern stuff to keep you from looking 
like a relic. Just when you think you’ve got it, the book throws in exercises to remind you that you 
don’t. Keeps you humble.

If you’re a newbie or just need to refresh your C skills, this book has got you covered. The authors 
keep it simple, but not so simple you feel talked down to. It’s like they know you’re smart but clueless. 
A rare talent.

It is your go-to guide for entering the wild world of C. It’s straightforward, practical, and slightly 
condescending in a way that makes you think: Maybe I can actually do this.
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Linux Kernel Programming - Second Edition: A comprehensive 
and practical guide to kernel internals, writing modules, and 
kernel synchronization

So, you’ve decided to tackle the Linux kernel. Bold move. Picking up Linux Kernel Programming - 
Second Edition is like strapping on your hiking boots for a trek through the Himalayas. It’s tough 
terrain, but with the right guide, you’ll reach the summit.

The author of this book has a knack for making the labyrinth of kernel internals seem almost navigable. 
They break down the complexities into bite-sized pieces, making the overwhelming world of kernel 
development feel a bit less like rocket science. And they don’t just give you dry theory. Oh no – they 
hand you practical examples that are like breadcrumbs, leading you through a dense forest of code.

This book doesn’t just toss you into the deep end to fend for yourself. It takes you through the process 
step by step, from understanding kernel internals to writing modules and handling synchronization. It’s 
a methodical journey, one that ensures you don’t get lost along the way. And it’s not stuck in the past. The 
content is updated, modern, and relevant, so you’re learning the latest and greatest in kernel programming.

Just when you start feeling confident, the book hits you with exercises and challenges that remind you 
there’s still a lot to learn. These aren’t just busywork—they’re designed to make you think critically 
and deepen your understanding.

Whether you’re a newbie or looking to sharpen your kernel skills, this book is your reliable guide. 
The authors strike a perfect balance, simplifying the complex without dumbing it down. They know 
you’re smart but might need a bit of handholding in this daunting field.

In conclusion, it’s comprehensive, practical, and challenging in all the right ways. If you’re serious 
about mastering kernel programming, this book is your roadmap to success.

Linux System Programming Techniques: Become a proficient 
Linux system programmer using expert recipes and techniques

Think of this book as your mentor, ready to impart the wisdom of the Linux sages with a side of 
tough love.

This book is packed with hands-on recipes. These are different from your run-of-the-mill, follow-the-
instructions kind of recipes. They’re more like secret family recipes passed down from generations 
of Linux gurus, designed to give you fundamental skills and deep understanding. Each example is 
carefully crafted to show you how to do something and why it works that way.

You’ll appreciate the practical approach. The authors don’t just tell you what to do—they show you 
how to think like a system programmer. The challenges and exercises are where the magic happens. 
They push you to apply your knowledge, think critically, and solve real problems. It’s like having a 
stern but supportive coach who knows you’ve got what it takes.
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This book is a testament to insightful, practical, and challenging learning in the most rewarding way. 
It offers expert recipes and techniques that will propel your skills to new heights, inspiring you to 
strive for continuous improvement.

Operating Systems: Design and Implementation by Andrew S. 
Tanenbaum

This book, often used in academic settings, provides a solid foundation in the theory and practical 
aspects of operating systems. Tanenbaum’s approach includes running examples with a real operating 
system, MINIX, which he developed specifically for educational purposes. The book covers a broad 
range of topics essential to understanding operating systems, such as process management, memory 
management, filesystems, I/O systems, and security.

One of the standout features of this book is its hands-on methodology. By incorporating MINIX, 
Tanenbaum allows readers to explore and modify a real, working operating system. This practical 
experience is invaluable for gaining a deep understanding of how theoretical concepts are applied 
in real-world systems. The text also includes comprehensive explanations of operating system 
principles, complemented by detailed diagrams and code examples that illustrate the inner workings 
of OS components.

Operating Systems: Design and Implementation is structured to facilitate both learning and teaching, 
making it a favorite among students and educators alike. Tanenbaum’s clear and engaging writing 
style, coupled with his extensive experience in the field, ensures that complex ideas are presented in 
an accessible manner. For anyone looking to gain a thorough understanding of operating systems 
from both a theoretical and practical perspective, this book is an essential resource.

Unix Network Programming by W. Richard Stevens

This is another classic by Stevens that delves into the specifics of network programming in Unix 
environments. It’s essential for anyone working with network applications in Unix. The book provides a 
comprehensive guide to the concepts, protocols, and techniques needed to develop robust and efficient 
network software. It covers a wide range of topics, including sockets, TCP/IP, UDP, raw sockets, and 
multicast communication.

Stevens’ detailed and methodical approach ensures that readers not only learn the theory behind 
network protocols but also gain practical skills through extensive examples and sample code. The 
book addresses common challenges in network programming, such as error handling, performance 
optimization, and scalability. It also explores advanced topics such as non-blocking I/O, signal-driven 
I/O, and the use of select and poll for multiplexing.
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Unix Network Programming is widely regarded as the definitive resource on the subject, known for its 
clarity, depth, and practical relevance. By following the guidance and examples provided, readers can 
develop a deep understanding of network programming principles and apply them to create efficient, 
reliable, and high-performance networked applications. Whether you are a beginner looking to learn 
the basics or an experienced programmer seeking to refine your skills, this book is an indispensable 
reference in the field of Unix network programming.

Linux System Programming Techniques: Become a proficient 
Linux system programmer using expert recipes and techniques

Ready to unravel the mysteries of Linux system programming? Linux System Programming Techniques 
is your ultimate guide to mastering the art of extending the Linux OS with your own programs. This 
book is like a masterclass, packed with practical examples and expert recipes that will turn you into 
a proficient Linux system programmer.

The author kicks things off by diving into the Linux filesystem and its basic commands. They guide 
you through the built-in manual pages, the GNU Compiler Collection (GCC), and essential Linux 
system calls. You’ll learn not just how to write programs, but how to handle errors like a pro, catching 
them and printing relevant information.

The book serves up many recipes on reading and writing files using streams and file descriptors. 
You’ll get hands-on experience with forking, creating zombie processes, and managing daemons with 
systemd. And just when you think you’ve got it all figured out, the authors introduce you to creating 
shared libraries and the nuances of IPC.

As you advance, you’ll delve into the world of POSIX threads, learning how to write robust multithreaded 
programs. Debugging your programs using the GNU Debugger (GDB) and Valgrind is covered 
extensively, ensuring you have all the tools you need to squash those pesky bugs.

By the end of this journey, you’ll be equipped to develop your own system programs for Linux, including 
daemons, tools, clients, and filters. The book promises to deepen your understanding of Linux system 
programming, integrating programs seamlessly with the Linux OS.

You’ll discover how to write programs using a wide variety of system calls and delve into POSIX 
functions. The book covers key concepts such as signals, pipes, IPC, and process management, giving 
you a comprehensive toolkit for any Linux system programming challenge. Advanced topics such as 
filesystem operations, creating shared libraries, and debugging your programs are also explored in detail.

It is perfect for anyone looking to develop system programs for Linux and gain a deeper understanding 
of the OS. Whether you’re facing issues with a specific part of Linux system programming or seeking 
specific recipes and solutions, this book has you covered.
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Mastering Embedded Linux Programming - Third Edition: Create 
fast and reliable embedded solutions with Linux 5.4 and the 
Yocto Project 3.1 (Dunfell)

This is your definitive guide to creating versatile and robust embedded solutions with Linux 5.4 and 
the Yocto Project 3.1 (Dunfell). This book is like a master toolkit for anyone serious about embedded 
Linux development, from the basics to the cutting-edge features of Linux.

The author starts by breaking down the core elements of embedded Linux projects: the toolchain, the 
bootloader, the kernel, and the root filesystem. You’ll learn to create each component from scratch 
and automate the process using Buildroot and the Yocto Project. As you progress, the book guides 
you through implementing effective storage strategies for flash memory and remotely updating your 
devices once they’re deployed. It’s not just about getting things to work—it’s about making them work 
efficiently and securely.

You’ll dive into the nitty-gritty of writing code for embedded Linux, from accessing hardware directly 
from your applications to the complexities of multithreaded programming and efficient memory 
management. The final chapters are dedicated to debugging and profiling, ensuring you have all the 
tools to pinpoint performance bottlenecks and optimize your system.

By the end of this journey, you’ll be able to create efficient and secure embedded devices using Linux. 
Whether you’re dealing with smart TVs, Wi-Fi routers, industrial controllers, or any other IoT device, 
this book covers it all.

You’ll learn to use Buildroot and the Yocto Project to create embedded Linux systems, troubleshoot 
BitBake build failures, and streamline your Yocto development workflow. The book also covers secure 
updates for IoT devices using tools like Mender or Balena. Prototyping peripheral additions, interacting 
with hardware without kernel device drivers, dividing your system into supervised services with BusyBox 
runit, and remote debugging with GDB are also thoroughly covered. Performance measurement 
tools such as perf, ftrace, eBPF, and Callgrind are explained to help you optimize your systems.

If you’re a systems software engineer or system administrator looking to master Linux implementation 
on embedded devices, this book is for you. It’s also perfect for embedded systems engineers transitioning 
from low-power microcontrollers to high-speed systems on chips running Linux. Anyone responsible 
for developing new hardware that needs to run Linux will find this book invaluable. A basic working 
knowledge of the POSIX standard, C programming, and shell scripting is assumed, making this book 
both accessible and comprehensive.

Modern Operating Systems by Andrew S. Tanenbaum

Also, Tanenbaum’s book provides a comprehensive look at the operating systems used in modern 
computers, focusing on the mechanics of their operation and design principles. This book provides a 
comprehensive look at the operating systems used in modern computers, focusing on the mechanics 
of their operation and design principles. The text covers various topics critical to understanding 
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how contemporary operating systems function, including process and thread management, memory 
management, filesystems, I/O systems, and security.

Tanenbaum’s clear and engaging writing style, combined with his ability to simplify complex concepts, 
makes this book accessible to both students and professionals. The book is renowned for its thorough 
explanations and well-organized structure, making it an excellent resource for both academic courses 
and self-study. It includes numerous case studies of popular operating systems such as Windows, 
Linux, and Unix, providing real-world examples of the principles discussed.

Modern Operating Systems also delves into advanced topics such as distributed systems, multimedia 
systems, and real-time operating systems, reflecting the latest developments and trends in the field. 
The inclusion of practical examples, exercises, and review questions at the end of each chapter helps 
reinforce learning and provides hands-on experience with the material.

For anyone seeking to understand the complexities of modern operating systems and their design, this 
book is an essential read. It not only provides a solid theoretical foundation but also offers insights 
into practical implementation, making it a valuable resource for both aspiring and experienced 
system programmers.

The Art of UNIX Programming by Eric S. Raymond

This book explores the philosophy and practice of Unix programming, presenting a set of design 
norms and philosophies that Unix has accumulated over the years. Raymond delves into the Unix 
culture and its emphasis on simplicity, clarity, and modularity, which have shaped the development 
of Unix systems and software.

The book is divided into three parts: basic principles, design patterns, and case studies. In the first 
part, Raymond discusses the foundational principles of Unix programming, such as the importance 
of building small, reusable components that do one thing well, the power of text-based data streams, 
and the preference for open source software (OSS). These principles help readers understand the 
core values that guide Unix development.

The second part covers design patterns, where Raymond explains common patterns and best practices 
used in Unix programming. This section provides insights into how to structure programs, manage 
resources, and handle errors effectively. By understanding these patterns, programmers can create 
more maintainable and robust software.

The third part includes case studies of successful Unix programs, offering practical examples of the 
principles and patterns in action. These case studies illustrate how experienced Unix programmers 
approach problem-solving and software design, providing valuable lessons for readers.

The Art of UNIX Programming is not just a technical manual but also a reflection on the cultural and 
philosophical aspects of Unix. Raymond’s engaging writing style and thoughtful commentary make 
it a compelling read for anyone interested in the Unix way of thinking. Whether you are a novice 
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programmer or an experienced developer, this book offers a deeper appreciation of the Unix tradition 
and its enduring influence on software development.

Mentorship
Consider having a mentor as your last, but not least, step. Seek guidance from experienced 
Go developers or mentors who can provide valuable insights and advice in the context of 
system programming.

Your system programming journey
What a journey, right? Thanks for sticking with me this far. I hope you’ve gained a new perspective 
on creating Go applications with system programming in mind.

And remember – Go is more than a programming language; it’s a gateway to a world of possibilities 
in system development. By embracing continuous learning, staying engaged with the community, and 
applying your skills to real-world problems, you’ll be well equipped to build the high-performance, 
reliable, and scalable systems of tomorrow.

Let this book serve as your foundation, and may your journey in Go-powered system programming 
be filled with success and innovation!

Farewell!



Appendix 
Hardware Automation

In this chapter, you will learn about hardware automation, specifically focusing on interaction with 
physical hardware devices such as wearables and flash disks. The chapter explores how programs can 
respond to events triggered by USB and Bluetooth devices and the process of building programs that 
automate file organization on a flash drive or react to the distance of a wearable device.

The goal of the chapter is to equip you with the knowledge and skills to create a program that can 
automate tasks based on hardware events.

This information is crucial for any programmer interested in hardware interaction. In the real-world context, 
understanding how to automate tasks with hardware devices is increasingly important as the use of such 
devices becomes more prevalent. This knowledge can lead to more efficient and effective management 
of digital resources, enhance productivity, and provide practical solutions to common problems.

In this chapter, we’re going to cover the following main topics:

•	 USB

•	 Bluetooth

•	 XDG and freedesktop.org

Automation in system programming
Automation is centered around the interaction between physical hardware devices and the automation 
of tasks based on the state or changes in the state of these devices. This differs from software automation, 
which focuses on automating digital processes and tasks within software environments.

Programming automation is like herding cats. Now imagine that each cat is replaced by a line of code, 
and the people doing the herding are wearing blindfolds called “traditional programming approaches.” 
Within its community, Go acts like a high-powered laser pointer. Suddenly, those cats, or lines of code, 
line up in an orderly fashion, ready to follow your every command with the grace of a synchronized 
swimming team. This is the magic of Go’s library ecosystem — transforming what was once a chaotic 
cat rodeo into a well-orchestrated ballet of bytes and data streams.
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The ability to write concise, efficient code that directly interfaces with hardware is not just a boon but 
a revolution in how we approach automation tasks. Whether managing data from a USB device or 
handling Bluetooth connections, the Go ecosystem provides vibrant community-driven libraries to 
make these tasks manageable and remarkably easy.

So, buckle up to link the physical world with system programming! This chapter explores two pieces 
of hardware from everyday use: wearables and flash disks.

USB
For this section, we are exploring how a program can respond to events triggered by USB devices. With 
this knowledge, when a specific USB device is plugged in, we can take several actions – for example, 
automatically start a backup process, launch an application, or execute a custom script.

Application

I like to keep my files organized, but every time I lend my flash disk to a friend, they just put all the 
files in the root directory with no organization whatsoever. Now, I have a messy storage device and 
an unstable friendship. Imagine (a hundred times worse) a root directory looks like the following:

.
├── music_2.wav
├── picture_10.png
├── Book_2009.pdf
├── Manual_1.pdf
└── Manual_2.pdf

To keep things cool between my friend and me, I created a program that automates keeping things 
organized in my flash drive.

A quick refresher

The Universal Serial Bus, commonly known as USB, is more than just a cable and a port on your 
computer or device. It’s a comprehensive standard that defines cables, connectors, and communication 
protocols for connection, communication, and power supply between computers, peripherals, and 
other computers.

USB has evolved through several versions, offering speed, power delivery, and functionality improvements. 
The key features of USB include the following:

•	 Plug and play: Devices can be connected and disconnected without rebooting the system

•	 Power supply: USB can power connected devices, eliminating the need for separate power 
supplies for some peripherals

•	 Data transfer: USB transfers data between the device and the computer
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Flash drives

A flash drive, thumb drive, or USB stick is a portable storage device that uses flash memory and connects 
to a computer or other device via a USB interface. Flash drives are used for storing, transferring, and 
backing up data. They are valued for their size, durability, and speed, especially compared to older 
portable storage media such as floppy disks and CD-ROMs.

Let me share with you the process of building this kind of program. First, we should consider the 
building blocks: the goal and the automation.

The goal

In an automated way or not, we need to keep the files organized, so starting with this part seems like 
a good idea.

Let’s take a look at the following function:

func organizeFiles(paths []string) ([]string, error) {
   var err error
   events := make([]string, 0)
   for _, path := range paths {
      err := filepath.WalkDir(path, func(path string, dir os.DirEntry, 
err error) error {
         if err != nil {
            return err
         }
         if !dir.IsDir() {
            ext := filepath.Ext(path)
            destDir := filepath.Join(filepath.Dir(path), ext[1:]) // 
Remove the leading dot from the extension
            destPath := filepath.Join(destDir, dir.Name())

            // Create the destination directory if it doesn›t exist
            if err := os.MkdirAll(destDir, os.ModePerm); err != nil {
               return err
            }

            // Move the file to the destination
            if err := os.Rename(path, destPath); err != nil {
               return err
            }
            events = append(events, fmt.Sprintf("Moved %s to %s\n", 
path, destPath))
         }
         return nil



Hardware Automation348

      })

      if err != nil {
         fmt.Printf("Error walking the path %v: %v\n", path, err)
      }
   }
   return events, err
}

Things we should notice are the following:

1.	 Processing multiple paths: The function is designed to handle a slice of file paths, allowing it 
to operate on multiple directories or files at once.

2.	 Directory traversal: Once again, we’re using filepath.WalkDir to traverse each directory 
tree specified in the input paths.

3.	 Error handling: As it traverses directories, the function handles any errors encountered. 
This includes both errors in accessing the directory contents and errors specifically related to 
individual files or directories within those paths.

4.	 File organization based on extension: For each file encountered (non-directory), the function 
organizes it into a new directory based on its file extension. This involves file organization based 
on extension. The function takes a detailed approach to organize files (excluding directories) by 
their extension. This process involves extracting the file extension, creating a new directory for 
each unique extension (if one doesn’t already exist), and moving the file into its newly designated 
directory. This systematic organization makes file management more intuitive and accessible.

5.	 Recording actions: The function records all the file movements it performs. Each action of 
moving a file from its original location to the new directory based on its extension is recorded 
as a string in the events slice.

6.	 Returning results: After processing all paths, the function returns two values:

	� A slice of strings (events), each describing an action taken on a file

	� An error value, which is nil if no errors were encountered or the last error that occurred 
during the processing of the paths

Let’s test this function! Once we are manipulating files, we can use a helper function to help us deal 
with code repetition:

func createTempFileWithExt(dir, ext string) (string, error) {
   file, err := os.CreateTemp(dir, "*"+ext)
   if err != nil {
      return "", err
   }
   file.Close()
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   return file.Name(), nil
}

This helper function creates a temporary file with a given extension. A neat detail of the CreateTemp 
function is when the string pattern includes a "*" and the random string replaces the last "*". For 
example, if the ext is “.txt” the filename will be something like “1217776936.txt”.

Look at the complete code of the tests for "success", "empty path", and "invalid path" 
in the git repository.

When reading from the storage, for a /temp path, we need to inform the program as follows:

filepath.WalkDir("/tmp",...)

However, we need to discover where the device is mounted for the flash drive. One way to do it manually 
is by using the df -h command, and the output will show multiple lines. Still, we’re interested in a 
line quite like this:

/dev/sdc1        15G   16M   15G   1% /media/alexrios/usbtest

Feeling overwhelmed by the output? Let’s understand what’s happening:

•	 /dev/sdc1: This field represents the device or block device corresponding to the mounted 
filesystem. In this case, /dev/sdc1 is the device associated with the filesystem.

•	 15G: This field shows the total size of the filesystem, which is 15 gigabytes (GB) in this example.

•	 16M: This field displays the space used on the filesystem. Here, it indicates that 16 megabytes 
(MB) of disk space are currently in use.

•	 15G: This field represents the available disk space on the filesystem. In this case, there are 15 
gigabytes of free space.

•	 1%: This field shows the percentage of disk space used. Only 1% of the total filesystem space 
is occupied in this example.

•	 /media/alexrios/usbtest: This field is the mount point of the filesystem. It indicates 
where the filesystem is mounted in the directory hierarchy. In this case, the filesystem is mounted 
at /media/alexrios/usbtest.

Since a device could have multiple mount points (partitions) in the same flash drive, we will access 
this information programmatically by reading the /proc/mounts file.

The /proc/mounts file

The /proc/mounts file is a special file in the Linux operating system that provides a real-time, 
dynamic view of the currently mounted filesystems.
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Here’s what you can find in the /proc/mounts file and what each field represents:

•	 Device or UUID: The first field usually represents the block device or Universally Unique Identifier 
(UUID) of the physical storage or partition where the filesystem is mounted. For example, it might 
be something like /dev/sda1 or UUID=12345678-1234-5678-90ab-cdef01234567.

•	 Mount point: The second field shows the directory where the filesystem is mounted. This is the 
location in the filesystem hierarchy where you can access the contents of the mounted device.

•	 Filesystem type: The third field specifies the type of filesystem mounted on the given mount 
point. Common examples include ext4, ntfs, tmpfs, nfs, and many others.

•	 Mount options: The fourth field lists the mount options for mounting the filesystem. These 
options control various aspects of how the filesystem behaves. Common options include rw 
(read-write), ro (read-only), noexec, nosuid, and more.

•	 Dump flag: The fifth field is typically either 0 or 1 and indicates whether the filesystem should 
be backed up using the dump command. A value of 0 means no backup, and 1 means it should 
be included in backups.

•	 Filesystem check order: The sixth field is used by the fsck utility to determine the order in 
which filesystems should be checked during system startup. A value of 0 means no automatic 
filesystem checks.

The /proc/mounts file provides a convenient way for users and system utilities to examine the 
current state of mounted filesystems on a Linux system. Various system management tools, scripts, and 
administrators often use them to gather information about mounted devices and their configurations.

/proc/mounts
This is not an actual file on your disk but rather a virtual file that the Linux kernel generates 
and updates to reflect the current state of mounted filesystems.

Reading the files on the flash drive

It’s time to read /proc/mounts to read the mount point and discover where our program will 
read the files.

This is the program idea: listing all files on a device that is mounted on your system. Also, it should take 
a device path as an input parameter, verify the path, read mounted filesystems from /proc/mounts, 
and then list all files for the specified device. Let’s break down the code step by step, highlighting the 
key snippets for each part.
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Step 1: Reading the first parameter as a path

path := os.Args[1]

if !strings.HasPrefix(path, "/dev/") {
    fmt.Println("Path must start with /dev/")
    return
}

In this initial step, the program reads the first command-line argument as the path of the device. It 
then checks whether the provided path starts with /dev/ to ensure it’s a valid device path. If the path 
doesn’t match the criteria, the program prints an error message and exits.

Step 2: Opening and reading /proc/mounts

file, err := os.Open("/proc/mounts")
if err != nil {
    fmt.Printf("Error opening /proc/mounts: %v\n", err)
    return
}
defer file.Close()

The program opens the /proc/mounts file to read the list of mounted filesystems. If there’s an error 
opening the file, it prints the error and exits. The defer statement ensures that the file is closed once 
all operations on the file are completed, preventing resource leaks.

Step 3: Scanning through /proc/mounts

scanner := bufio.NewScanner(file)
for scanner.Scan() {
    line := scanner.Text()
    fields := strings.Fields(line)
    if len(fields) >= 2 {
        device := fields[0]
        mountPoint := fields[1]

Using a scanner, the program reads each line from /proc/mounts. It splits each line into fields, where 
the first field is the device, and the second field is its mount point. This step is crucial for identifying 
the mount point of the device specified by the user.

Step 4: Matching the device and listing files

if strings.HasPrefix(device, path) {
    mountPoint = strings.ReplaceAll(mountPoint, "\\040", " ")
    fmt.Printf("Device: %s is mounted on: %s\n", device, mountPoint)
    fmt.Println("Files:")
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    err := filepath.Walk(mountPoint, func(path string, info 
os.FileInfo, err error) error {
        if err != nil {
            return filepath.SkipDir
        }
        fmt.Println(path)
        return nil
    })
    if err != nil {
        fmt.Printf("Error walking the path %v: %v\n", mountPoint, err)
    }
}
}
}

If the device from /proc/mounts matches the path provided by the user, the program then corrects 
any space encoding in the mount point path and announces the device and its mount point. It uses 
filepath.Walk to traverse the filesystem starting from the mount point, listing all files. If an error 
occurs during traversal, it prints the error.

Step 5: Handling scanner errors

if err := scanner.Err(); err != nil {
    fmt.Printf("Error reading /proc/mounts: %v\n", err)
}

After completing the scan of /proc/mounts, the program checks for any errors that might have 
occurred during the scanning process and reports them. This ensures that any issues encountered 
while reading the file are acknowledged and handled appropriately.

Pay close attention to the mountPoint = strings.ReplaceAll(mountPoint, "\\040", 
" ") line. This is necessary to handle a specific formatting convention in the /proc/mounts file 
on Unix-like systems.

In /proc/mounts, which lists all mounted filesystems, spaces in file paths (common in mount points) 
are represented by the \040 escape sequence. The file uses a space character to delimit different fields 
in each line. For instance, a mount point path such as /media/My Drive would be represented 
as /media/My\040Drive in /proc/mounts.
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Partitions versus blocks versus devices versus disks

In system programming and hardware automation, managing storage efficiently is crucial. To navigate 
this subject effectively, we should understand the fundamental concepts of partitions, blocks, devices, 
and disks.

Partitions – dividing storage

A partition is a logical division of a physical storage device, such as a hard drive or SSD. Partitions 
are created to segment a single physical device into multiple isolated sections, each functioning as an 
independent storage unit. These divisions serve several purposes:

•	 Operating system isolation: Partitions enable the installation of different operating systems 
on a single physical disk, allowing users to choose between them during boot

•	 Data organization: Partitions help separate user data from system data, facilitating efficient 
data management and backups

•	 Security: Isolating data on separate partitions can enhance security by limiting access to specific 
sections of the storage device

Blocks – fixed-sized storage units

Blocks are fixed-sized units of data used for storage and retrieval on storage devices. Storage devices, 
including hard drives and SSDs, are organized into blocks, each typically having a predefined size, 
such as 512 bytes or 4 KB. Key aspects of blocks include the following:

•	 Data handling: Operating systems interact with storage devices by reading and writing data 
in blocks. This block-based approach ensures data consistency and efficient I/O operations.

•	 Filesystem management: Filesystems manage data within these blocks, keeping track of which 
blocks are allocated to specific files and directories.

•	 Optimizing storage: Using fixed-sized blocks allows for the efficient use of storage space and 
minimizes fragmentation.

Devices – the physical or virtual storage media

In the context of system programming and hardware automation, a device refers to either a physical 
storage device, such as a hard drive or SSD, or a virtual device represented by software. Devices can 
be seen as the interface through which the operating system and applications interact with storage 
resources. Key aspects include the following:

•	 Physical and virtual devices: Devices can be physical hardware components connected to a 
computer or virtual representations created by software layers
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•	 Device identification: Detecting and identifying storage devices are crucial tasks in hardware 
automation, allowing for device initialization and maintenance

•	 Resource allocation: Managing devices includes tasks such as assigning device drivers, handling 
device failures, and ensuring efficient data access

Disks – the storage hardware

Disks, a term often used interchangeably with storage devices, are the physical hardware components 
responsible for data storage. These can be hard disk drives (HDDs), solid-state drives (SSDs), optical 
drives, or network-attached storage (NAS) devices. Key aspects include the following:

•	 Types of disks: Various types of disks are available, each with its unique characteristics, including 
capacity, speed, and durability

•	 Storage capacity: Disks provide the storage capacity required for storing data, applications, 
and operating systems

•	 Performance: Different types of disks offer varying levels of performance, impacting data access 
speeds and overall system responsiveness

We still want to know when the flash drive was inserted into the USB and act (organize the files). Do 
we have a standardized way to do that? Fortunately, yes!

Open source to the rescue!

In the dynamic and ever-evolving landscape of Linux, a story of collaboration and innovation unfolded 
with the emergence of XDG and freedesktop.org.

Birth of freedesktop.org

In the spring of 2000, a new chapter began with Havoc Pennington and his vision. Recognizing the 
fragmented state of the Linux desktop environment, he established freedesktop.org. It wasn’t just 
another organization; it was a beacon of collaboration, inviting developers from GNOME, KDE, 
and other projects to join hands. Their mission? To weave a tapestry of interoperability and shared 
technology across different desktop environments.

XDG – the standard bearer

Parallel to this, the X Desktop Group (XDG) emerged, focusing on crafting standards that would 
serve as bridges between the diverse desktop environments. They weren’t just creating guidelines; they 
were building the lingua franca for the Linux desktop world. Their contributions, such as the XDG 
Base Directory and Desktop Menu Specifications, were like puzzle pieces that fit perfectly, bringing 
a sense of order and compatibility to the once-chaotic landscape.
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A symphony of collaboration

What set freedesktop.org and XDG apart was their approach. They didn’t dictate; they collaborated. 
They listened and adapted, creating solutions that resonated across various platforms. This wasn’t 
just about technology but about people, ideas, and the magic that happens when they come together.

In this tale of unity, XDG and freedesktop.org stand as beacons, illuminating the path toward a more 
integrated and user-friendly Linux experience. Their legacy is not just in the code and standards they’ve 
created, but in the spirit of cooperation they’ve fostered in the open source community.

To achieve our goal, we’re using one of the core components of freedesktop.org: D-Bus.

D-Bus – the communication conduit

D-Bus, another brainchild nurtured in the ecosystem of freedesktop.org, is a message bus system 
that provides a simple way for applications to talk to one another and to the system. It’s like the 
postal service of the Linux world, delivering messages between applications, ensuring they can work 
together harmoniously.

Before we interact with USB events, let’s dip a toe in the water with a simpler example: sending 
system notifications.

First, we need to add the import of the dbus library, github.com/godbus/dbus/v5, after 
we should connect to the session bus and make sure that we’re deferring the release of the resources:

conn, err := dbus.ConnectSessionBus()
if err != nil {
   fmt.Errorf("failed to connect to session bus: %v", err)
}
defer conn.Close()

Look at the notification’s specification (https://specifications.freedesktop.org/
notification-spec/notification-spec-latest.html)

Now we need to use the connection to access the notification object to make a call for it:

call := obj.Call("org.freedesktop.Notifications.Notify", 0, appName, 
replacesID, appIcon, summary, body, actions, hints, expireTimeout)
if call.Err != nil {
    fmt.Sprintf("Error: %v", call.Err)
    return
}

https://specifications.freedesktop.org/notification-spec/notification-spec-latest.html
https://specifications.freedesktop.org/notification-spec/notification-spec-latest.html


Hardware Automation356

As we can see in the notification specification, the parameters are as follows:

Name Type Required Description

app_name STRING False The name of the application sending the 
notification. Can be blank.

replaces_id UINT32 False The notification ID that this notification 
replaces. A value of 0 means that this 
notification won’t replace existing notifications.

app_icon STRING False The program icon of the calling application. 
Can be an empty string, indicating no icon.

summary STRING True The summary text briefly describing 
the notification.

body STRING False The detailed body text. Can be empty.

actions as (array of  
strings)

False Actions that are sent as a list of pairs. Each 
even element in the list (starting at index 0) 
represents the identifier for the action. Each 
odd element is the localized string that will be 
displayed to the user.

hints a{sv} 
(array of  
string-variant  
pairs)

False Hints that can be passed to the server from 
the client program. They can pass along 
information, such as the process PID or 
window ID. Can be empty.

expire_
timeout

INT32 True The timeout time in milliseconds from the 
display of the notification, at which the 
notification should automatically close.

Here’s what each variable represents and how it affects the notification:

•	 appName := "Organizer": appName specifies the name of the application sending 
the notification. In this case, the notification will appear to come from an application named 
“Super App.”

•	 replacesID := uint32(0): replacesID is used to replace an existing notification. 
A value of 0 means this new notification will not replace any existing notification. If it were a 
non-zero value, it would attempt to replace a notification with that ID.

•	 appIcon := "view-refresh": appIcon specifies the icon of the application sending 
the notification. An empty string "" indicates that no icon will be used. If a path or icon name 
were provided, it would display that icon with the notification.
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•	 summary := "Organizer is done!": summary is a brief text that describes the 
notification. In this case, the summary is “Organizer is done!”, which will likely be shown as 
the title or headline of the notification.

•	 body := fmt.Sprintf("The files at %s were successfully organized.", 
"/dev/sdc"): body is the detailed text of the notification, providing more information.

•	 actions := []string{}: actions are used to define interactive elements or buttons 
in the notification. An empty []string{} slice means no actions or buttons will be added 
to the notification.

•	 hints := map[string]dbus.Variant{}: hints are additional properties or 
data that can be used to modify the appearance or behavior of the notification. An empty 
map[string]dbus.Variant{} map implies that no additional hints are provided. Hints 
can include things such as a sound file to play, urgency level, and so on.

•	 expireTimeout := int32(5000): expireTimeout specifies the duration (in 
milliseconds) before the notification automatically closes. A value of 5000 means the notification 
will close after five seconds. A value of -1 would mean the notification’s expiration depends on 
the notification server’s settings, and 0 would mean the notification never expires automatically.

App icons
You can find more about app icons on the specification page (https://specifications.
freedesktop.org/icon-naming-spec/icon-naming-spec-latest.html).

Lastly, we call the object:

call := obj.Call("org.freedesktop.Notifications.Notify", 0, appName, 
replacesID, appIcon, summary, body, actions, hints, expireTimeout)
if call.Err != nil {
    fmt.Sprintf("Error: %v", call.Err)
    return
}

In the usb/example2 directory, we run the program by executing the following:

go run main.go

A new system notification will pop up on the screen! That’s cool, huh?

https://specifications.freedesktop.org/icon-naming-spec/icon-naming-spec-latest.html
https://specifications.freedesktop.org/icon-naming-spec/icon-naming-spec-latest.html
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Interacting with USB events

We already have a way to organize the flash drive with the file extension, a function to discover the 
file mount, and a way to notify the user of the task’s completion. Now, we are ready to interact with 
the system event triggered when a new flash drive is connected.

Once again, we need to use the dbus package:

"github.com/godbus/dbus/v5"

We need to connect to the bus:

conn, err := dbus.SystemBus()
if err != nil {
   fmt.Sprintf("Failed to connect to system bus: %v\n", err)
  return
}
defer conn.Close()

Since we’re interested in listening to the D-Bus events, we need to give the D-Bus connection a way 
to notify our program. We do that with a channel of type *dbus.Signal:

ch := make(chan *dbus.Signal)
conn.Signal(ch)

Remember, we’re not interested in all signals available in the bus; we just want the event representing 
the USB device being inserted. In our case, the signal name is "org.freedesktop.DBus.
ObjectManager.InterfacesAdded".

In D-Bus, we have a special entity to do that. It’s called a match rule:

matchRule := "type='signal',sender='org.freedesktop.UDisks2',inter-
face='org.freedesktop.DBus.ObjectManager',path='/org/freedesktop/
UDisks2'"

In our program, matchRule is a string that defines a D-Bus match rule. The components of the 
match rule are as follows:

•	 type='signal': Indicates that your program wants to listen for signals (as opposed to 
other types of D-Bus messages such as method calls or errors).

•	 sender='org.freedesktop.UDisks2': Specifies that the signals should come from 
org.freedesktop.UDisks2, which is the D-Bus service provided by UDisks2 (a service 
for managing disk drives and related resources in Linux).
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•	 interface='org.freedesktop.DBus.ObjectManager': Filters signals to those 
that are emitted by objects implementing the org.freedesktop.DBus.ObjectManager 
interface. This interface is used for managing and enumerating objects (such as disk drives, 
partitions, etc.) under a certain D-Bus service.

•	 path='/org/freedesktop/UDisks2': Specifies the path of the objects from which 
signals should be received. This path corresponds to the UDisks2 service.

The following line uses the established D-Bus connection (conn) to call the AddMatch method on 
the D-Bus daemon. AddMatch is a method provided by D-Bus that tells the bus daemon to start 
forwarding the messages (signals, in this case) that match the given rule to your application.

call := conn.BusObject().Call("org.freedesktop.DBus.AddMatch", 0, 
matchStr)

The details are as follows:

•	 conn.BusObject(): Retrieves a proxy object for communicating with the bus daemon itself

•	 .Call(...): Calls a method on the bus daemon

•	 "org.freedesktop.DBus.AddMatch": The method used to tell the D-Bus system’s central 
service to only send messages that meet specific criteria to the application calling this method

•	 0: The flag for the method call, usually set to 0 in typical use cases

•	 matchStr: The match rule defined earlier, passed as an argument to the method

In the following code is a loop that listens for specific D-Bus signals and handles them accordingly. It 
is particularly focused on signals related to new interfaces being added in UDisks2, which is a service 
for managing disk drives in Linux.

Let’s break down the code step by step.

Step 1 – Listening for signals:

   for signal := range ch {
       ...
   }

This for loop iterates over a channel (ch) that receives D-Bus signals. Each item received over the 
channel is a signal, representing a D-Bus signal that has been sent to your application.

Step 2 – Checking signal name:

   if signal.Name == "org.freedesktop.DBus.ObjectManager.
InterfacesAdded" {
       ...
   }
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The code checks whether the signal’s name is "org.freedesktop.DBus.ObjectManager.
InterfacesAdded". This signal is emitted when a new interface (such as a new block device) is 
added to the object manager in UDisks2.

Step 3 – Extracting the object path:

path := signal.Body[0].(dbus.ObjectPath)

This line extracts the first element of the signal’s body, which should be the object path of the newly 
added interface. The object path identifies the specific object (such as a disk or partition) within UDisks2.

Step 4 – Checking the path prefix:

   if strings.HasPrefix(string(path), "/org/freedesktop/UDisks2/block_
devices/") {
       ...
   }

The code checks whether the path of the new interface starts with "/org/freedesktop/
UDisks2/block_devices/". This prefix indicates that the interface is a block device, such as 
a hard drive or USB flash drive.

Step 5 – Accessing device properties:

   deviceObj := conn.Object("org.freedesktop.UDisks2", path)
   deviceProps := deviceObj.Call("org.freedesktop.DBus.Properties.
Get", 0, "org.freedesktop.UDisks2.Block", "Device")

If the path matches, the code proceeds to interact with that specific device. It does so by calling the 
org.freedesktop.DBus.Properties.Get method on the device object to get its properties. 
The properties of interest are from the "org.freedesktop.UDisks2.Block" interface, 
specifically the "Device" property.

Step 6 – Error handling:

   if deviceProps.Err != nil {
       ...
   }

This checks whether there was an error in the method call to get the device properties. If there was 
an error, it prints an error message and continues to the next signal.

Step 7 – Printing mount points:

   mountPoints := deviceProps.Body[0].(dbus.Variant)
   fmt.Println(fmt.Sprintf("%s", mountPoints.Value()))
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This extracts the Device property from the response (deviceProps.Body[0]). The property 
is cast to the dbus.Variant type, which is a generic container for any D-Bus data type. The value 
is then printed out. This value typically represents the file path to the device node (such as /dev/
sda1 for a disk partition).

In the appendix-a/usb/example4 directory, we execute the program:

go run main.go

We should see the name as something like the following:

/dev/sdc
/dev/sdc1

To understand this output, we should make clear the difference between storage devices and partitions.

The difference between the /dev/sdc and /dev/sdc1 outputs in Linux is related to how storage 
devices and their partitions are represented in the filesystem.

/dev/sdc represents the entire physical storage device. In Linux (and other Unix-like operating 
systems), storage devices such as hard drives, SSDs, and USB flash drives are represented as files in 
the /dev directory. The name sdc is typically assigned based on the order in which the system 
recognizes the device (following sda, sdb, and so on).

When the program output shows /dev/sdc, it refers to the whole storage device, which includes 
all its partitions and data.

/dev/sdc1 represents a specific partition on the storage device. The number at the end (1 in this 
case) signifies the first partition on the sdc device.

As we discussed earlier, partitions are subdivisions of a physical storage device. They allow you to 
segment the device into different sections, each of which can be formatted with a different filesystem 
or used for different purposes.

In other words, /dev/sdc1 is the first partition on the /dev/sdc storage device.

In practical terms, the differences in accessing both are as follows:

•	 Accessing /dev/sdc would be for operations that affect the entire disk, such as disk formatting, 
partitioning, and obtaining disk-wide information (such as total size, disk health, etc.)

•	 Accessing /dev/sdc1 would be for operations specific to that partition, such as mounting the 
partition to access its filesystem, checking the filesystem health, or formatting just that partition

Keep in mind that the path we choose here is to inspect all partitions available.

But wait! Since the D-Bus has the information on the partitions, it would be nice if we could access 
the mount point information from it instead of parsing the /proc/mounts file.
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Fortunately, we can!

Let’s look at how we can do that in our brand-new mountPoints function:

func mountPoints(deviceNames []string) ([]string, error) {
   conn, err := dbus.ConnectSystemBus()
   if err != nil {
      return nil, fmt.Errorf("failed to connect to system bus: %v", 
err)
   }
   defer conn.Close()

   var mountPoints []string

   for _, deviceName := range deviceNames {
      objPath := path.Join("/org/freedesktop/UDisks2/block_devices", 
deviceName)
      obj := conn.Object("org.freedesktop.UDisks2", dbus.
ObjectPath(objPath))
      var result map[string]dbus.Variant

      err = obj.Call("org.freedesktop.DBus.Properties.GetAll", 0, 
"org.freedesktop.UDisks2.Filesystem").Store(&result)
      if err != nil {
         return nil, fmt.Errorf("failed to call method: %v", err)
      }

      if mountPointsVariant, exists := result["MountPoints"]; exists {
         mountPointsValue := mountPointsVariant.Value().([][]byte)
         for _, mp := range mountPointsValue {
            mountPoints = append(mountPoints, string(mp))
         }
      }
   }

   if len(mountPoints) == 0 {
      return nil, fmt.Errorf("no mount points found")
   }

   return mountPoints, nil
}
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Here’s an explanation of how the function works:

•	 Connection to D-Bus: It starts by establishing a connection to the D-Bus system bus using 
dbus.ConnectSystemBus(). The system bus is used to interact with system-level services 
such as UDisks2. If there’s an error in connecting to the system bus, it returns an error.

•	 Initialization: It initializes an empty mountPoints slice to store the mount points found for 
the provided devices.

•	 Device name iteration: Using a for loop, the function then iterates through each device name 
in the deviceNames slice.

•	 D-Bus object path: For each device name, it constructs the D-Bus object path by joining it with 
the UDisks2 block device path. This is done using path.Join("/org/freedesktop/
UDisks2/block_devices", deviceName). This object path specifies the D-Bus 
object representing the block device with the given name.

•	 D-Bus object and method call: It creates a D-Bus object using conn.Object with the UDisks2 
service name and the constructed object path. Then, it calls the "org.freedesktop.DBus.
Properties.GetAll" D-Bus method on the object to retrieve all properties of the "org.
freedesktop.UDisks2.Filesystem" interface. The result is stored in the result map.

•	 Mount points extraction: The function checks whether the "MountPoints" property exists 
in the resulting map using result["MountPoints"]. If it exists, it extracts the mount 
points as a slice of byte slices ([][]byte) from the property.

•	 Conversion to strings: It then iterates through the byte slices of mount points and converts 
them to strings. These strings represent the mount points of the device. The mount points are 
appended to the mountPoints slice.

•	 Error handling: If no mount points were found for a device or if there was an error in the D-Bus 
method call, it returns an error indicating that no mount points were found.

•	 Result return: Finally, if at least one mount point was found, the function returns the 
mountPoints slice containing all the mount points and nil as the error.

Now we know how to organize the files, listen to storage device events, and find the mount points. 
We are ready to glue all these things up.

The full functional example is available in the git repository. Try yourself to organize a messy flash drive!

Bluetooth
Imagine, if you will, a world where your trusty smartwatch does more than just count your steps or 
remind you of meetings. In this world, my Samsung Galaxy Watch Active 2 becomes the guardian 
of my workstation, a faithful ally ensuring that my data remains secure from the wandering eyes of 
overly curious colleagues. Yes, you read that right.
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Welcome to my journey of turning a simple wearable into a tool of ingenious workstation security.

There I was, sitting in my cubicle adorned with the obligatory tech paraphernalia, when a thought 
struck me. In an office where “snooping” is often disguised as “accidental glances,” could I not leverage 
my beloved smartwatch to enhance my workstation’s security? The mission was set: to lock my screen 
automatically whenever I stepped away, leaving my nosy colleagues to stare at a pristine lock screen.

The strategy was straightforward yet elegant. I would employ a program that diligently monitored the 
Bluetooth signal strength (RSSI) between my Linux machine and my smartwatch. Once the signal 
dipped below a certain threshold – a subtle hint that I’d abandoned my desk, possibly in pursuit of 
another coffee – the script would gallantly secure my workstation. Pure genius, isn’t it?

Detecting the smartwatch

The first step was simple. The following program will use the github.com/muka/go-bluetooth/
api Bluetooth library:

package main

import (
    "fmt"
    "github.com/muka/go-bluetooth/api"
)

func main() {
    adapter, err := api.GetDefaultAdapter()
    if err != nil {
        panic(err)
    }

    err = adapter.StartDiscovery()
    if err != nil {
        panic(err)
    }

    devices, err := adapter.GetDevices()
    if err != nil {
        panic(err)
    }

    for _, device := range devices {
        info, err := device.GetProperties()
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        if err != nil {
            continue
        }

        if info.Name == "Galaxy Watch Active2(207D)" {
            fmt.Println("Found the watch:", info.Name)
        }
    }
}

Here’s how you can get the default Bluetooth adapter:

adapter, err := api.GetDefaultAdapter()
if err != nil {
    fmt.Printf("Failed to find default adapter: %s\n", err)
}

With the adapter, let’s start the device discovery:

err = adapter.StartDiscovery()
if err != nil {
    fmt.Printf("Failed to start discovery: %s\n", err)
}

We can now start to retrieve and display device information:

devices, err := adapter.GetDevices()
if err != nil {
    fmt.Printf("Failed to get devices: %s\n", err)
}

for _, device := range devices {
    info, err := device.GetProperties()
    if err != nil {
        fmt.Printf("Failed to get properties: %s\n", err)
        continue
    }
    fmt.Println(info.Name, info.Address, info.RSSI)
}
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Let’s examine this code snippet:

•	 adapter.GetDevices():

	� This retrieves a list of discovered Bluetooth devices.

	� If it fails to retrieve the devices, an error is printed.

	� The program then iterates (for loop) through each device.

•	 device.GetProperties():

	� This obtains properties of each device, such as the name, address, and received signal 
strength indicator (RSSI).

	� If fetching properties for a device fails, it prints an error message and continues with the 
next device.

	� Lastly, it prints each device’s name, address, and RSSI. RSSI measures how well your device can 
hear a signal from an access point or router, which helps determine the distance from the device.

Wait a minute! RSSI? What is that? Good question! Let’s explore this concept.

Understanding RSSI

Imagine RSSI as office gossip – you hear it loud and clear when you’re near the source (0 dB, the office 
rumor mill). Still, as you stroll away to your cubicle fortress, the details get fuzzier until they’re just 
whispers (-100 dB, practically the land of myths and legends). This RSSI, a creature of decibels, roams 
from 0 (gossip central) to -100 (the realm of forgotten tales), with its strength varying based on which 
Bluetooth beast it rides – each with its quirks.

Distance estimation

RSSI, much like our ability to hear office gossip, hints at how close we are to the source. Higher values 
(less negative, let’s say -30 dB) suggest you’re probably hovering over someone’s shoulder, while lower 
values (more negative, such as -80 dB) mean you’re safely in your cubicle, shielded from the chatter. 
But here’s the catch – RSSI is about as reliable in measuring exact distance as using coffee aroma is in 
navigating to the kitchen. It’s a wild mix of signal strength, the mood of the office walls, and whether 
the microwave is on its interference spree.

Setting the proximity threshold

Now, let’s talk about setting this so-called proximity threshold. This is like deciding how close you 
must be to hear the gossip. Say, -70 dBm – close enough to catch the gist but far away enough to feign 
ignorance. It’s a game of trial and error, much like finding the perfect spot in the office to catch Wi-Fi 
but avoid awkward conversations. And remember, just like the office layout changes (thanks to our 
restless office manager), this threshold might need some tweaking occasionally.
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Applications

RSSI isn’t just about eavesdropping on office tales. In our tech haven, it’s the silent ninja triggering actions 
when devices cozy up – like magically unlocking doors as you approach (no more fumbling for keys!) 
or clocking you in because attendance systems are sneaky like that. And for the indoor positioning? It’s 
the modern-day Marauder’s Map, minus the accuracy to catch someone sneaking to the break room.

Limitations

But here’s the fun part – RSSI-based proximity detection is as precise as our office weather predictions. 
It’s less about measuring exact distances and more about wild guesses of “nearness.” Plus, the RSSI value 
changes its mind more often than our boss changes meeting schedules, thanks to walls, microwaves, 
and other tech gizmos throwing tantrums.

Implementation considerations

If you’re planning to harness the power of RSSI, prepare for some calibration wizardry – because each device 
and office corner has its own tale to tell. And to smooth out RSSI’s mood swings, a bit of filtering magic 
(such as a moving average spell) can keep your proximity detection from going on a rollercoaster ride.

After running this program a couple of times, I discovered RSSI -70 dBm works very well. So, let’s 
update our program to use this value.

First, let’s take a periodic check:

ticker := time.NewTicker(10 * time.Second)
defer ticker.Stop()

And then, change how we do our pooling and process the devices:

for {
    select {
    case <-ticker.C:
        devices, err := adapter.GetDevices()
        if err != nil {
            fmt.Printf("Failed to get devices: %s\n", err)
            continue
        }

        for _, device := range devices {
            info, err := device.GetProperties()
            if err != nil {
                fmt.Printf("Failed to get properties: %s\n", err)
                continue
            }
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            if info.RSSI < -70 && info.Name == "Galaxy Watch 
Active2(207D) LE" {
                fmt.Println(info.Name, info.RSSI)
            }
        }
    }
}

The updated program includes several key changes from the previous one, focusing on implementing 
periodic polling using a ticker. Here’s what has changed from the previous program: the program 
executed a one-time scan for Bluetooth devices and then exited. It did not continuously monitor 
for device presence or changes. The scanning for devices and checking their properties was done 
immediately and only once when the program was run. There was no mechanism in place for the 
program to periodically check the status of Bluetooth devices.

So, in the updated program, we are using uses a time.Ticker to create periodic events every 10 
seconds, allowing it to monitor changes and new devices over time.

The use of defer to ensure ticker.Stop() is called when the program exits, which helps in 
managing resources effectively and avoiding potential leaks.

This allows the program to continuously monitor the Bluetooth environment. Here is the code:

   ticker := time.NewTicker(10 * time.Second)
   defer ticker.Stop()

Also, we use the select statement for synchronization. The program now waits on the ticker’s channel 
using a select statement. This is a more efficient way to handle asynchronous, periodic events in Go:

   select {
   case <-ticker.C:
       // Device scanning logic
   }

Note
The scanning for devices and checking their properties is now placed inside an infinite loop, 
which is triggered by the ticker’s channel.

These changes make the program more suitable for our scenario, where continuous monitoring of 
Bluetooth devices is required.

Now it’s time to take action: lock the screen!
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Locking the screen

As the story of this automation unfolded, we reached its climax – dynamically detecting the smartwatch 
and responding in real time. The plot was simple yet effective: should the watch wander beyond the 
threshold of -70 dBm, akin to stepping out of an invisible circle, my workstation would lock itself.

The moment of truth arrived each time the RSSI sang below -70 dBm. The program would execute 
the lock command. This function should be more than enough:

func lockScreen() error {
   _, err := exec.Command("xdg-screensaver", "lock").Output()
   if err != nil {
      return err
   }
   return nil
}

Now we should call the function when at our proposed condition:

if info.RSSI < -70 && info.Name == "Galaxy Watch Active2(207D) LE" {
   err := lockScreen()
   if err != nil {
      fmt.Printf("Failed to lock screen: %s\n", err)
      continue
   }
}

Enter xdg-screensaver
xdg-screensaver is a command-line tool born from the need for a standardized way to control 
the screensaver across different desktop environments. In the past, each environment had its own 
way of handling screensavers, leading to compatibility headaches for developers and users alike.

xdg-screensaver stepped in as a unifier. It provided a common interface, allowing applications 
to seamlessly interact with the screensaver, regardless of the underlying desktop environment. 
This tool is a direct beneficiary of the standardization efforts championed by XDG, showcasing 
how abstract standards can lead to tangible, user-friendly solutions.

This was the crescendo of my symphony – the locking of the screen, as seamless as the closing of a 
book after a captivating chapter. It was a dance of technology and logic, playing out on the grand 
stage of my workstation.



Hardware Automation370

XDG dilemma

Word of my creation spread like wildfire across the cubicles. Colleagues, intrigued by the blend of 
convenience and security it offered, started flocking to my desk, their eyes wide with curiosity. “Can 
we use this too?” they asked eagerly, their voices a blend of excitement and a hint of envy.

After patting myself on the back for creating an automation that locked my computer when my 
smartwatch moved away, I hit a snag: the command I used to lock the screen, xdg-screensaver, didn’t 
work for everyone. Here’s a simpler take on what I discovered and what it means.

Think of xdg-screensaver as a common tool that is supposed to work on most Linux computers. But, 
just like people in different countries speak different languages, computers in our office use different 
types of systems or “environments.” And it turns out that xdg-screensaver doesn’t speak the language 
of some of these systems.

The Wayland conundrum

The plot thickened with the introduction of Wayland, the avant-garde system many had adopted. This 
new player in the game didn’t play well with xdg-screensaver, leaving those users out in the cold. The 
program, once the hero of the hour, now faced its limitation, its Achilles’ heel.

This journey took me into the depths of Bluetooth protocols, signal fluctuations, and the peculiarities 
of various desktop environments. Each discovery was like peeling back a layer, revealing more about 
the enigmatic nature of Bluetooth interactions and the challenges of creating a one-size-fits-all solution.

Perhaps the true purpose of this journey was not to deliver an immediate solution but to unravel the 
mysteries of Bluetooth automation itself. The real victory lay in the collective understanding we were 
gaining – an exploration of the nuances of technology that govern our daily interactions.

Now, each query about automation is met with a thoughtful conversation about the complexities of 
Bluetooth automation. The office buzzes with a newfound appreciation for the challenges and intricacies 
of creating technology that adapts to diverse environments.

Summary
In this chapter, we learned about the fundamentals of hardware automation, particularly in the context 
of system programming. Key lessons included understanding the interaction between software and 
physical hardware devices such as wearables and USB flash drives, the basics of USB technology, and 
the development of a program for automating file organization on a flash drive. Additionally, you have 
learned about an experiment involving a Bluetooth application designed to lock the screen, illustrating 
a practical application of hardware-software interaction.



Summary 371

The chapter covered practical aspects such as reading from the storage, understanding the /proc/
mounts file in Linux, and the differences between partitions, blocks, devices, and disks. It also included 
how Bluetooth can be used to determine distance between based on the RSSI.

Understanding hardware automation, particularly in the context of USB and Bluetooth technologies, 
is common knowledge for modern programmers working with automation. These skills enable you 
to develop practical solutions for everyday technological challenges.
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