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lMpeaucnosue

bnaropapHocTH

B nepByto ouepeb 1 X0uy I06IarogapuTh MO0 skeHy JIeHy 3a TepIieHue
U TIOZIIEP3KKY, IPOSIBJIEHHbIE BO BpeMSI HallMCaHUs 3TO KHUTY U iopa-
OGOTKM TEKCTA 7151 HOBBIX M3IaHMiA. Takske XOTeI0Ch ObI IT06IarogapuTh
pelLleH3eHTOB 3TOM KHUTM — AHTOHA ApamoBa 1 Aptemus Kpormadesa,
6rarogaps IeHHBIM 3aMeuaHysIM KOTOPBIX AAaHHAS KHUTA CTaja 3Ha-
YUTETbHO JIyYIlle ¥ 136aBWIach OT MHOTMX HETOYHOCTE 1 OTIeYaToK.

ABTOp TIPMHOCUT 6JIaTOJAPHOCTb UMTATENSIM TPEIbIAYIINX U3aa-
HUIA, TIPUCIABIIMM CBOM 3aMeuaHus U ucIpasaeHus: Aiekcanapy Py-
MsIHIIeBY, Bragumupy MaHbkoBy, Bnagumupy benbix, nbe JJopoxoBy,
Onery Babkuny, nbHasy TapxaHoBy 1 EBrenuio Jloc.

06 aBTOpE

Anppeit MapKeJioB uMeeT 6ojiee 4yeM IeCcSITUIIETHUIA OITbIT ITperoiaBa-
HMSI KaK aBTOPCKMUX KYPCOB, TAK ¥ aBTOPU3MPOBAHHBIX KypcoB 1o UT-
TeXHOJIOIMSIM TaKMX KoMItaHuii, Kak Red Hat n Microsoft.

B HacTosmmee BpeMst aBTOp paboTaeT B KauecTBe CTapIlero MeHeI-
kepa 1Mo apxuTekType Kommnauum Ericsson, crienmanusupysch Ha 06-
JIAYHBIX TEXHOJOTUSAX ¥ MHGPACTPYKTYpe BUPTYAIM3ALUM CETEBBIX
dyukumit (NFV-I). 1o sToro paboraja B KaueCTBe CTapIilero CUCTEMHO-
ro apxurekTopa B Kommanuu Red Hat, a Takske B KPYITHBIX CUCTEMHBIX
MHTerpaTopax Poccuu, momyuns 60siee ueM IeCSITUIETHUI OITBIT ITPO-
sk, MPOEKTUPOBAHMS ¥ BHEIPEHMSI CETEBBIX U MHMPPACTPYKTYPHBIX
penieHunit.

OKOJIO HIeCTUAECATH MyOaMKaluii B oTeuecTBeHHbIX UT-KypHaiax
(«CucreMHbI amMUHUCTpATOP», «Linux Format», «PC Week» unip.). Kpo-
Me Toro, sBisercs aBropom Kuuru «Certified OpenStack Administrator
Study Guide», Boremiieii B 2016 rogy B M3gaTeabCTBe Apress.

Anppeii gBiseTcs cepTudUIMPOBAaHHBIM apxuTekTopoMm Red Hat
(RHCA Level XI) ¢ 2009 roga n numeer ceprudukarsl Red Hat B Takux
TexHoNMorusIx, kKak OpenStack, OpenShift, RHV, CloudForms, Ansible,
Cloud Storage, HacTpoiika IpPOM3BOIUTEIBHOCTH, OE30IaCHOCTU
Linux-cucrem u nip.
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Kpome Toro, aBTop nmeet ceprudurarsl Microsoft Certified System
Engineer, Sun Certified System Administrator, Novell Certified Linux
Professional, Linux Professional Institute Certification (LPIC-1),
Mirantis Certified OpenStack Administrator, OpenStack Foundation
Certified OpenStack Administrator u Cisco Certified Network Associate.

Bror aBTOpa pacnonaraetcs 1o ajgpecy http://markelov.blogspot.ru/.
Ero twitter-akkayHT: @amarkelov.

PeueH3eHTbI

AHTOH ApamnoB — PyKOBOOUT KOMaH[OM, OTBETCTBEHHOI 3a pa3BU-
THe UHGPACTPYKTYPHBIX ITPOEKTOB B KOMITaHUM Acision. [TomoraeT
KJIMEeHTaM TIOJTHOCTbIO PACKPBITh MOTEHI[MAA MOOMIbHBIX KaHAIOB
repenavy JaHHbBIX, a TAKOKe SIBJISIeTCS] OTBETCTBEHHBIM 3a 9BOIIOL M-
oHHOe pa3BuTye cepBucoB B ceTsx LTE 4G 1 npoeKThl, CIIOCOOCTBY-
I0lMie YCKOPEeHMI0 BO3BpaTa MHBeCcTULMI. CeromHs TexXHOJIOTUU
BUPTYyanM3alMy BBICTYIIAIOT OCHOBHBIM CPELCTBOM JJISl LOCTVDKe-
HMS TIOCTaB/IeHHbIX 1ieneii. [lo Acision AHTOH pyKOBOAMJI TPYTIIIOi
pa3paboTku BUpTyanusauuu B sape Linux B kommnaHum Red Hat.
AHTOH SIBJISIETCSI SKCIIEPTOM B TEXHOJOTMSIX BUPTyaamU3alum U UX
NIpYMEHEHUN.

Apremuit KpomaueB - DevOps-apxuTekTop B Kommnauuu Bell
Integrator. Apremuii 3aHMMaeTCsl MPOEKTUPOBAHUEM U BHEPEHN-
eM 00JIaYHBIX pellleHN U CUCTeM aBTOMAaTU3aluuy MHOPaCcTPyKTy-
PBI ¥ TIPOIleCcCcOB pa3paboTku u TectupoBaHus (DevOps), mocTpo-
eHHbIX Ha 6ase Linux, AWS, OpenStack, OpenShift, Chef u 1. m.
Apremuit — ceptuduumpoBaHHeiii apxurekrop Red Hat (RHCA
Level XII) mo nanpasnenusim Datacenter, Cloud 1 DevOps. [lo Bell
Integrator paboran cuctreMHbIM apxutekTopom B ICL Services.

Npeanonaraemas ayauropus

HanHag kHUra paccuntaHa Ha UT-crieuyanmcToB (CUCTEMHBIX U CeTe-
BBbIX aAMUHUCTPATOPOB, a TAKXKE aIMUHUCTPATOPOB CUCTEM XpPaHEHUS
IaHHBIX), JKeJAIMX MO3SHAKOMUTHCS C e-()aKTo CTaHIapTOM B 00-
JIACTY OTKPBITHIX IIPOAYKTOB ITOCTPOEHMS 06JIaUHOM MHPPACTPYKTYPBI
tuna [aaS — OpenStack.

[To aHajOrMy C MUHUMAJIbHBIMM TPeOOBAHUSIMM ITPOTPAMMHOIO
obecrieueHusI K cpefie BhIITOJIHEHMS 9Ta KHUTA TaKyKe IPeIbsIBISIET M-
HUMaJIbHbIE TPeOOBaHMS K UMTATEITIO.


http://markelov.blogspot.ru/
mailto:@amarkelov
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B repByI0 ouepesib 3TO KeylaHye pa3o6paThCs C OMMChIBAEMBIM MTPO-
IyktoM. Cazsich 3a PYKOIIUCh, S CTapajiCcs chelaTh KHUTY KaK MOKHO
6osiee OPMEHTMPOBAHHOM Ha MPaKTUUECKylo pabory. Jlyulie Bcero
yCBaMBAETCS] MaTepPUal, KOTOPbIi Bbl OTPaboTa M COOGCTBEHHBIMMU PY-
KaMy B JIaBOPaTOPHOM OKpPYKeHUM. ENMHCTBEHHO! UMCTO TEOPETHU-
YeCKolt IJ1aBOil B KHUTE SIBJISIETCS TlepBasi, MOCBSIeHHAsT apXUTEKTY-
pe MpoAyKTa. Bce ocTasbHbIe I1aBbl BKIIOUAIOT B ceOst 06s13aTe/IbHbIE
MpaKkTUYecKue yrpaskHeHusI.

OTcloza cnenyet, UyTO, IPeXIe YeM MPUCTYIAaTh K U3yYeHUIO TIPO-
IOyKTa, HAMMMCAHHOTO B MepBYI0 odyepenb mop Linux u gis Linux, Bam
He06XOMMbI HaBbIKM PabOThI C ONIEPAIIIOHHOI CHCTEMOIL. YMeHMe pa-
60TaTh B KOMaH/IHOJ CTPOKE U 3HaHNe 6a30BbIX KOMaH/I 00S13aTe/TbHbI.

Takke BasKHbIMM OyOyT yMeHME CaMOCTOSITE/IbHO peIlaTh 3aJauu
M HaBBIK pellleHus TPO6IeM — OJMH U3 OCHOBHBIX HABBIKOB XOpOIIIe-
ro UT-cneumanucra-npakTuka. ABTOpP CO3HATeIbHO CTapajcs cle-
JIaTh U3JIOKEHME GObIIEN YacTy MaTepuasa HUKaK He MPUBSI3aHHON
K KOHKPETHBIM BepCcUsIM OIepalMOHHON CUCTeMbl U AUCTPUOYTHUBA
OpenStack. Ho mouTy HaBepHsika K TOMy MOMEHTY, KaK KHUTa 1006e-
peTcsi 1o Bac, BhliizeT cienyomias Bepcust OpenStack, 1 Bbl, eCTeCTBeH-
HO, 3aXOTUTe BOCIIPOM3BECTU yIpPaKHEHMS Ha aKTyaJbHOM BEPCUU.
Taxoke HeOGOMBIINME IeTaIM MOTYT OTIMUATHCS B 3aBUCUMMOCTM OT Ba-
mrero Jiro6umoro auctpuobytuBa GNU/Linux, Bepcum U IucTpubyTHBa
OpenStack. B mepByio ouepenpb 3TO pacrookeHne KOHQUTyparoH-
HBIX (aiijioB, 0COGEHHOCTY OPraHU3alMU PENIO3UTOPUEB C MTAKETAMMU,
Ha3BaHMS [MaKeTOB U T. II.

Hy u, ecTecTBeHHO, OT OIIMOOK M OMEYaTOK HUKTO He 3aCTPaxoBaH,
BKJII0YAsl Balllero IOKOPHOTO CIIYTY.

O yeM 3Ta KHUra

KHura cocTouT 13 IeCTHaALATY I7IaB ¥ 3HAKOMUT UUTaTeNsI C OCHOB-
HBIMM CepBMcaMM O0OJaYHON omepanMoHHON cucrembl OpenStack.
Kpome Toro, paccmoTpeHsl Bompockl nHTerpauyum OpenStack u cucre-
Mbl paboThl ¢ KOHTeliHepamu Docker, rmporpaMmHO-oOIpenenseMoit
cucTeMbl XpaHeHusT JaHHbIX Ceph, HACTPOVIKM ITPOU3BOIUTETBHOCTU U
BBICOKOJi JOCTYITHOCTYU CEPBUCOB.

I'masa 1. BBenenne B OpenStack
IepBas r71aBa BBOOMUT UMTATeIs] B MpeaMeTHYI0 061acTh 00-
JIAUHBIX BbIUMCAeHui. JlaeTcsl mpepcrasieHue 06 O6IauHBIX,
TOPM30HTAJIbHO MACIITAOMPYEMBIX MIPUIOKEHMUSIX, UX OTINYUM-
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SIX OT BEPTUKAIbHO MACIITabMPyEMBIX, TPAIUIIMOHHBIX TTPUJIO-
skeHMit. PacckaspiBaeTcst 06 uctopum co3manms OpenStack, ero
OCHOBHBIX KOMITOHEHTAaX 1 OCHOBHbBIX IUCTPUOYTUBAX, IPUCYT-
CTBYIOIIMX B HACTOSIIIMI MOMEHT Ha PbIHKE.

I'maBa 2. Hactpoiika 1abopaTopHoro okpyskeHmus OpenStack

B maHHOJi m1aBe paccKasbiBaeTCs O MOATOTOBKE BUPTYaIbHbBIX
MallMH TEeCTOBOTO OKPYKeHMSI K YCTAaHOBKE KOMIIOHEHTOB
OpenStack. PaccmarpuBaioTcsi pekoMeHAyeMble HaCTPOVKU
cetu muctpu6yTuBa GNU/Linux CentOS 7, momK/IoueHue pero-
sutopueB OpenStack RDO, ycTaHOBKa 1 HaCTPOiiKa TpeGyeMbIX
st OpenStack KOMIIOHEHTOB.

I'masa 3. CepBuc uaentudukainum Keystone

B 5701 r1aBe 06CY>KIAIOTCST KOHLIEIIIIMM M TEPMUHOJIOTUSI Cep-
Buca ugeHTudukauym OpenStack, a Takke uuTaTesb 3HAKO-
mutcs ¢ Keystone Ha mpaktuke. UnuraTeab YCTAaHOBUT M Ha-
CTPOUT KJIIOUEBOI CepBUC 0GJIAYHON OIepariOHHON CUCTEMBI
Y 3IOKUT GYHIAMEHT JJIST HACTPOWKM OCTATbHBIX CITY3KO.

I'maBa 4. CepBuc xpaHeHus o6paso Glance

YeTBepTas IVIaBa IIOCBSIIIeHA HACTPOiKe KaTaora 06pa3oB BUPTY-
aJbHBIX MallyMH. YuTaTesnb NO3HaKOMMUTCS C KOHLIEMIVSIMM U Ha-
crpoiikoii cepBuca Glance. K koHIly 0Tpab60oTKM MaTepuasa [JaBbl
BJ1a60paTOPHOM OKPY>KE€HVM IO/KEH ITOSBUTHCS KaTaior 06pa3oB
C 3arpy>kKeHHBIM IIAGIOHOM JIJIsI CO3/IaHMUST BUPTYAIbHBIX MAIIVH.

I'masa 5. CepBuc 61ouHoro xpanunauma Cinder

B maHHOI VIaBe uMTaTeNTh TO3HAKOMMUTCS C TeM, KaK CO3[1aTh
6710YHOe XpaHWINIIE, KOTOPOe GYAYT MUCITOMb30BaTh 3aMyIIeH-
Hble 5K3eMIUISIPbI BUPTYaIbHbIX MalllH. HacTpoiika aToro or-
IIMOHAJILHOTO CepBYCA MO3BOIAT BUPTYaJTbHBIM MAaIllMHAM CO-
XPaHATDb TaHHbIE MEXAY Iepe3arpy3KaMiu.

I'maBa 6. O6beKkTHOE XpaHuuiie Swift

B rmaBe paccmMaTpuBarOTCSl HACTpOiKa M paboTa C OOHUM U3
IIBYX ICTOpUYECKM MePBbIX cepBrcoB OpenStack — 06bEKTHBIM
xpa"unuinem Swift. PaccMaTpmBaioTCs KOHIEIIIUM U apXUTeK-
Typa CepBuCa, a TAKKe ero yCTAaHOBKA M HACTPOIKa.

I'masa 7. KoHTpoJsiep 1 BhIUMCINTENbHBIN y3ea Nova

B maHHOJ I71aBe paccMaTpMBalOTCS YCTaHOBKA OLHOTO M3 Ca-
MbIX BaXXHbIX cepBucoB OpenStack, HermocpenCcTBeHHO 3aHU-
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MaIOIIMXCS YIIpaBieHreM BUPTYaJIbHbIMYM MaliMHaMmu. B xome
MPaKTUYECKUX YIIPaKHEHMIT MbI J0OaBUM [IBa BBIUMCIUTENb-
HBIX Y371 B Hallle JJabopaTOpHOe OKPYKeHNe.

I'naBa 8. Crysx6b1 ceTu Neutron
B rnaBe, MOCBSIIIIEHHOI CETEBBIM CITysk6aM, pacCMaTPUBAIOTCS
KOHLIeNI[MM IIPOrpaMMHO-OIpenensieMoil cetu. Yurarenp mo-
3HAKOMUTCSI C BapMaHTaMM OpPraHM3aluM CETeBOr0 B3aMMO-
IeiicTBUS B 06/1aKe M HACTPOUT HA CETEBOM M BBIUMCIUTETbHOM
y3ie cepBuc Neutron.

I'maBa 9. Pabora ¢ BUPTYaJIbHBIMM MallMHAMM M3 KOMAaHIHOJ
CTPOKU
K neBsTOl IM1aBe uMTaTeNnb MOCTPOUT CBOE MMHMMAaAbHOE Jia-
6opaTopHOe oKkpykeHme OpenStack. B 9T0ii r71aBe MbI paccMOT-
pUM, Kak Ha IPaKTUKe paboTaTh C CETIMM U BUPTYATbHBIMMU
MalIMHaMMU.

I'masa 10. 3a pacagom Neutron
B 9TOi1 rMaBe KpaTKO paccMaTPUBAIOTCS «BHYTPEHHOCTU» Ce-
TeBoro cepsuca OpenStack, a Takke Takye TeMbl, KaK I'PYTIIbI
6e30MacHOCTY U BUPTya/IbHbII KoMMyTaTop Open vSwitch.

I'maBa 11. Be6-nanens ypasnenus Horizon 1 pabora rosib3oBare-
Jist U3 rpadudeckoro uHrepdeica
OnvHHaAIATas I71aBa, BEPOSTHO, caMasl Ipy>keCTBeHHasl K Uu-
TaTes0. B Helt Mbl, HAKOHeIl, BCTaHEM Ha MeCTO M0/JIb30BaTes
0671aUHOT0 CepByMCca M MO3HAKOMMMCS C TeM, KaK B rpaduue-
CKOM MHTepdeiice Be6-KOHCOMM CO3/aTh IIPOEKT M 3aITyCTUTD
BUPTYJIbHYIO MaIINHY.

I'masa 12. CepBuc mouuTopunra Ceilometer
Cepsuc Ceilometer mpeacraBisieT co60¥ IIeHTpaIM30BaHHbIN
MCTOYHMK MHOOPMayuM M0 MeTpuKam objaka 1 JaHHbBIM MO-
HUTOPUHTA. DTOT KOMIIOHEHT 00ecIieuBaeT BO3MOXKHOCTD OMJT-
nuHra 111 OpenStack. B jaHHOI I71aBe YMTaTeNb TO3HAKOMUTCS
¢ Hactporikoii Ceilometer 1 Tem, KaK CHUMATh U MUCIIOIb30BATh
naHHble TeieMmeTpuu OpenStack.

I'maBa 13. CepBuc opkectpaiuyu Heat
B orToif rmaBe pacckasbiBaeTcsi 0 cepBuce Heat — «Kojblie
BCEBJIACTUSI», TIPU3BAHHOM CBSI3aTh BCe KOMIIOHEHThI O6JaKa
OpenStack BoemyHo. UnTaTenb MO3HAKOMMUTCS C IIA6IOHOM
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dbopmara HOT, mpu nomoiny koroporo Heat MmoxkeT co3gaBaTb
GOJIBIIITHCTBO TUIIOB PECYPCOB (BUPTya/ibHbIE MAIllMHBI, TOMA,
riaBatonue IP, mosb30BaTeu, TPyIibl 6€30MacHOCTH U T. 1.)
KaK enuHoe liejioe, obecreuynBasi ympaBjieHMe >XKM3HEeHHbIM
LIMKJIOM ITPWIOXKEHUS B 00JIaUHOM MHPPACTPYKType.

I'masa 14. KonTteiinepsl n OpenStack
B yeThIpHAI11aTO IVIaBe Mbl KPATKO ITO3HAKOMMMCSI C TEXHOJIO-
rueii KOHTefHepPOB U TeM, KaK OHa UCII0JIb3YeTCsI COBMECTHO C
OpenStack.

I'maBa 15. [IporpaMMHO-oONpenenseMas CUCTEMa XpaHEHUST TaH-
HbIx Ceph
PaccmaTpuBaloTcs yCTaHOBKA M MHTErpalys IMTPOrpaMMHONM
CX[II, Ceph, kotopast cranoButcs ajist OpenStack «BbI6OPOM IO
YMOIYaHMI0» BO MHOTMX HOBBIX MHCTJIISLIUSIX.

I'maBa 16. OTKa30yCTOMUMBOCTD U ITPOMU3BOANTENBHOCTE OpenStack
B 3101 r71aBe aBTOp AaeT 0630PHbIN MaTeEpPUa O TOM, KAKUMU
MeTOofaMu 00ecreunBaeTcsl BbICOKAsI TOCTYITHOCTh CEPBUCOB
OpenStack, 1 paccmaTpyuBaeT BOIIPOChI HACTPOI KM IIPOMU3BOAY -
TeTbHOCTH.

YTo HOBOro BO BTOPOM, TpeTbEM
U YeTBepTOM U3AaAHUAX?

TeKCT KHUTY PacIIvpeH ¥ 0OHOBJIEH, YTOOBI COOTBETCTBOBATD aKTYaJlb-
HBIM BEPCHSIM paccMaTpMBaeMbIX ITPOEKTOB ¥ KoMITloHeHT OpenStack
Ha Hauasio 2018 roga.

Himke npuBeaeHbl HEKOTOPbIe M3MEHEHUS YeTBepPTOro mu3aa-
HMS, TI0 CPABHEHUIO C TPEThUM:

O OO6HOBJIEHbI TIJIaBbl, IIOCBSIIEHHbIE OCHOBHBIM CEpBUCAM
OpenStack, B COOTBETCTBMM C M3MEHEHMSIMM Ha Hayajo
2018 roma (Bepcust Queens).

O [JobGaBiaeH MaTepuasa B INIaBax, ITOCBSIIEHHbIX PaboTe C CeThIo,
HACTPOMKaMM IIPOU3BOAUTEIbHOCTI M OTKAa30yCTOUMBOCTHA.

O TIlepepaboraHa IJiaBa, IIOCBSIIEHHAs] CEPBUCY TeleMeTPUn,
B CBSI3M C IepexoaoM Ha cepBuc Gnocchi.

O TIpumMeps! 6ONTBIIMHCTBA KOMAH] 0OHOBJIEHBI C MCITOIb30BAHM -
eM KJIMeHTa KOMaHIHOI CTPOKM openstack.
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N3meHeHUs TPpEeTbEero u3aaHus, 1o CpaBHEHUIO CO BTOPbIM:

O OO6HOBJIEHbI TIJIaBbl, IIOCBSIIIEHHbIE OCHOBHBIM CEpBUCAM
OpenStack, B cOOTBeTCTBMM C M3MEHEHMSIMM Ha Hayaso
2017 ronma (Bepcusi Newton).

O TlepepaboTraHa I1aBa, MOCBSIIIEHHAST CEPBUCY UAeHTUDUKAIIN
Keystone.

O PacmmpeHs! I7aBbl, MOCBSIIEHHbIE cepBucy cetu Neutron u
MOPSIAKY PabOThI C BUPTYATbHBIMM MAIIMHAMU 13 KOMaHIHO
CTPOKM.

O 3HaunTeNbHO MepepaboTaHa I7aBa, IIOCBSIEHHAs CEPBUCY
TeJleMeTPUM, B COOTBETCTBUM C TEM, UTO CEPBIMC OIOBEIEHMS
(Aodh) BbIZiE€NIEH B OT/IE/IbHBIN ITPOEKT.

N3meneHus BTOPOTO M3gaHus, 110 CPABHEHMIO C II€PBbIM:

O [JobGaBneHa IyiaBa, MOCBSILEHHAs! ITPOTPaMMHO-OIIpeesseMOli
cuctemMe XpaHeHnust faHHbIX Ceph u ucnonb3soBanuio Ceph coB-
mecTHO ¢ OpenStack.

O PacmupeH u repepaboTaH MaTepuaJ 1o paboTe ¢ BUPTYaabHbI-
MM MaIIMHAMY ¥ CeThIO (arperaus y3j0B, 30HbI JOCTYITHOCTH,
SKMBAst MUTpaLs, CO3aHMe 06pa30B BUPTYaIbHBIX MAIIMH, Pa-
60Ta c ceTbio ¥ MHOTOe fipyroe). C 1e/IbIo JIyUIeli CTPYKTypu3a-
MY MaTepuas pa3ouT Ha IBe OT/AeTbHbIE TJIaBbl.

O Tlpu ommcaHMUy HACTPOIKYM TECTOBOTO OKPYKeHMS pa3[iesieHbl
YIIPABJISIIOLMIA, CETeBON U BBIYUCIUTEIbHBIN y3JIbl, YTO TI03BO-
JisieT HarjigaHee IIO3HAKOMUTLCA C TUIIMYHBIMM POJISIMU CepBe-
poB 1pu pasBeptheiBanuy OpenStack.

O 3HaunTenbHO TmepepaboTaH MaTepuas IO paboTe CeTU B
OpenStack.

O Bormpochl MpOM3BOAUTENBHOCTM U OTKA30yCTOMUMBOCTU CEPBU-
coB OpenStack BbiJiesieHbI B OTJ@bHYIO TJIaBY.

O Jlo6aBneHo 6osee MATHAAIATY HOBBIX M/UTIOCTPALIMIA M CHUM-
KOB C 9KpaHa.

Y10 BaM He06X0AMMO NOMMUMO KHUTH

HOCKOJIbe KHNMI'a Ha3bIBAETCS «HpaKT]/I‘-IECKOQ BBeJleHle», aBTOP IO -
paszymeBaeT, UYTO YMNTATE/Ib 6y,ZLET HE IIPOCTO YNTAaTb KHUTY, a, CJIeaysd
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3a U3JIOKEHKEeM MaTepuasia, BOCIPOU3BOAUTD NpefCTaBleHHbIe MTPHU-
Mepbl B JJaGOpaTOPHOM OKpPYKeHMM. [IOMUMO caMOli KHUTH, BaM I10-
HaJ0OUTCS TepCOHANbHBIN KOMIIBIOTED C MUHMMAIbHBIM 00bEMOM
omnepaTuBHO mamsaTu 8 I'6 (kenaTenbHO 16 I'6) 1 cUCTeMOit BUPTYya-
JIM3alMY TI0 BallleMy BbIOOpPY. ABTOP BO BpeMs HAMCAHUSI KHUTU U
TeCTUpPOBaHMSI mpuMepoB ucronb3oBas Ubuntu Linux ¢ rumepsuso-
pom KVM, Ho 3Ta MHpOpMaIMs TpuBeeHa IMIIb B KauecTBe MpumMepa.
Jlio6Gast coBpeMeHHast CYCTeMa BUpPTyanusanuu mnoggepkubaetr GNU/
Linux - ¢yngamenT obmaka OpenStack. KoHeuHo, HUKTO He MellaeT
MCIIONIb30BaTh U GU3UUECKOe «Kee30».

Bam Takke motpebyeTcst OCTyn B IHTepHET [j1s1 06palieHus K pe-
MO3UTOPUSIM C OGHOBJIEHUSIMU U TTakeTamu OpenStack, a Takke cKa-
yaHHbI [SO-06pa3s guctpubyTnsa CentOS 7.
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BeepneHue B OpenStack

UYto Takoe obnauHaga uHdpacTpykrypa?

Cornacuo Wikipedia, OpenStack — aT0 cBOGOmHAs ¥ OTKpBITas IUIaT-
dbopma [ 06MaUHBIX BbIUMCIEHMIA. [IJIsT Hayaja OIpemeumcs C
TeM, UTO Takoe ob6yiauHas raTdopMma. YCTOSIBIIMMCS B MHIYCTPUK
ompeneneHneM SBJseTCs omnpenenenne, naHHoe National Institute of
Standards and Technology (NIST):

ObnauHvle 8bluuUCIeHUS — M0 Modelb NPedoCmaseHus. WupoKooo-
CMynHoeo, y0o6Ho20 docmyna no cemu K o0wemy nyjy Hacmpausaembix
8BIUUCTIUMETILHBIX PECYPCO8 N0 MpebosaHuio (k maxkum, Kak cemu, cepge-
pbl, cucmembl XpaHeHus: OAHHbBIX, NPUIOHCEHUS. U CEepBUCHL). Dmu pecypcsl
onepamueHo 8ul0essIIomcs U 0c6060#0armcst NPU MUHUMANBHBLX YCUTU-
X, 3ampavueaemblx 3aKa3UUKOM HA 0P2aAHU3AYUI0 YNPAsJIeHUs U HA 83a-
umodeticmaue ¢ NOCMaswuKkom yciye.

DToit Mofenu MPUCYLIM TISITh OCHOBHBIX XapaKTePUCTUK, TPU cep-
BMCHbIE MOJIEJIM U YeThIpe MOeIM BHeAPeHus. B unucio xapakrepuc-
TUK BXOZST: CaMOOOCIYKMBaHMe, YHUBEPCaAbHbI JTOCTYI IO CETH,
OO6IIIMIT ITYJT PeCYPCOB, MaCTUUHOCTD U YUET IMTOTPeOIeHMs.

CepBUCHbBIE MOJEIH PA3/IMUAIOTCS 10 TPaHUIe KOHTPOJIS TIOTpe6u-
TeJieM YCIyT IIPeIoCTaB/sseMoit MHGPACTPYKTYPhI 1 BKIIOYAIOT B cebs:

O umHbpacTpyKTypy Kak cepsuc (IaaS) — coOGCTBEHHO, 9TOI CEPBIUC-
HOJT MOJIes 1 ITOCBSIIeHa JaHHast KHUTa, TOcKoabKy OpenStack
MCITONIb3YIOT B OCHOBHOM MMEHHO JJ1s1 pa3BepThIBAHMS 00/1aKOB
9TOTO THUITA. B JaHHOM C/Tyuae MoJib30BaTe b [IOyYaeT KOHTPOJIb
3a BCEMM YPOBHSIMM CTeKa ITPOrpaMMHOI0 00ecreueHmsI, JTeska-
IIYIMM BbIllIe 06JIAYHOI TIAaTGOPMBI, 4 UMEHHO: BUPTYaIbHbI-
MM MaIllMHAMM, CETSIMM, BbIZ€JIEHHBIM IT0JIb30BaTE/TI0 06eMOM
MIPOCTPAHCTBA Ha CUCTeMe XpaHeHUs maHHbIX (CXII). B aTom
CJTyyae TI0Jb30BaTeIb BBICTYIIAeT aaAMUHMCTPATOPOM OIlepa-
IIMOHHOJ CUCTEeMBI U BCEro, YTO paboTaeT MoBepX, BIUIOTh J0
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npwiokeHuii. IIpumepamu miatdopm, o6ecreunBaroImux mo-
Iob6HyI0 Mopesb, momuMo OpenStack, moskHO Ha3BaTh Apache
CloudStack, Eucalyptus 1 OpenNebula;

O mporpaMMHOe obecrieueHne Kak cepsuc (SaaS) — B 9TOM ciryuae
rpaHuIla KOHTPOJIS MOIb30BaTeNs — caMo npuaoxkeHue. I1onb-
30BaTe/ib B JAHHOM CJIyyae MOKET Jaxke He 3HaTb, YTO TaKoe
BUpTyaJbHas MalllMHa WX OTlepaliOHHAasl CUCTeMa, OH IPOCTO
paboraeT ¢ mpuiaokeHreM. [IpMMepbl TaKMX 00TaUHBIX TTPOTYK-
ToB: Google Docs, Office 365 win, Hanpumep, STHIEKC-TTOYTA.

YeThIpe MOV BHEIPEHMsI 00JIaUHO IIaT(HOPMbI BKIIOUAIOT B CEOSI:

O mraTdopmy Kak cepsuc (PaaS) — 06aKko, MOCTPOEHHOE 0 Ta-
KOJ MO[enn, BIIOJTHE MOKET pacrioiiaraThCsl «BHyTpu» obJiaka
mopenu laaS. B aTom cjiyuyae rpaHuiia KOHTPOJISI TTOJIb30BATENIS
JIEKUT Ha YpOBHE IIaT(GOPMbI ITOCTPOEHMS IPUIOKEHNI, Ha-
MIpMMep cepBepa MPWIOKeHUSsT, OMOIMOTEK, Cpelibl pa3paboTKu
mv 6a3bl JaHHbIX. [10b30BaTeIb HE KOHTPOJIMPYET U HE aaMM-
HYUCTPYMPYeT BUPTyaJbHble MallVHbI M OllepaliOHHbIe CUCTe-
MbI, YyCTaHOBJIEHHbIe Ha HUX, CX]I 1 ceTu. IIpumepbl 061aUHbIX
matgopm momesn PaaS: Apache Stratos, Cloud Foundry, Deis
u OpenShift Origin,;

QO uacTHOe 06J1aK0o — BCst MH(MPACTPYKTypa pasBepHyTa B IIEHTpe
06paboTky maHHbIX (LIOI) M CIYKUT MOApasaeleHueM OIHOM
KOMITaHUN UJIN TPYIIIIbI KOMHaHI/[IL/'I;

O nyb6aMyHOe 061aKO — 3aKa3UMKOM OBJTaYHBIX YCTYT MOSKET BbI-
CTYHaTh JII06ast KOMIIAHMUS W AaskKe YaCTHOE JIUI0. DTO MOJIENb
BHEJpeHMsI, Ha KOTOPOJ 3apabaThIBalOT IIPOBaiiiePbl 06IaUHbIX
yIIyT;

O o006aKk0 coob1IeCTBa, MM 001IeCTBEHHOE 061aK0. Mofenb, Ipu
KOTOPOJ1 TIOTpebuTesieM SIBASIETCS COOOIIEeCTBO MOTpebuTeneii
M3 OopraHM3anuit, UMeuux obuMe 3amaun (HarpumMep, MUC-
cuu, TpeboBaHMIT 6e30MaCHOCTY, TIOMUTUKMA U COOTBETCTBUS
pasIMYHbIM TPEOOBAHUSIM);

O rubpugHOoe 0671aK0 — 3TO KOMOMHAIINS U3 ABYX MU TPEX BbI-
II€OIMCAHHBIX 00/IAKOB, TJIe pa3Hasl Harpy3ka MOKeT pacriosia-
raThCs KaK B UaCTHOM, ITyOIMYHOM UM OGIIeCTBEHHOM 00JIaKe.
Kak mpaBuiio, tTubpumHOe 06;1aK0 — 3TO 6GoJiblle, YeM ITPOCTO
cyMMa 00J1aKOB, [TOCKOJIbKY €My TPeOyIOTCSI MeXaHM3Mbl M UH-
CTPYMEHTBHI 1[€HTPaAIM30BAHHOTO YIIPaBJIE€HNs, paCIIpee/IeHNs
Y MUTPalMM HATPy3KU MEXTY 00JIauHbIMU MHPPACTPYKTYPaMMU.
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YTo Takoe obnauHbie NpunoXXeHua?

3a BpeMs pabOThl B KOMITAHMSIX, 3aHMMAIOIIMXCS KaK BHEAPEHUEM,
Tak ¥ Pa3pabOTKOi 06JaUHBIX peIleHMUi, aBTOP CTOJKHY/ICS C TEM,
YTO MOTEeHI[MaIbHbIE 3aKa3UMKM 3aUaCTyIO IIOXO MPECTaBISIOT cebe
pasHUIy B 06JacTy MpUMeEHeHUs 067auHOoi rmIaT@opMbl, MOI00HOI
OpenStack, u TpagUIIMOHHBIX CHUCTEM BuUpTyanm3auyu. OueHb 4acro,
KOI[la 3aKa3uMK CUMTal, YTO eMy HyskeH OpenStack, Ha camMoMm fesne
eMy HykKHa OblTIa TPaaAUIIMOHHAS CUCTEMA ITPOMBIIIIJIEHHO BUPTYaIu-
3auuu tuna VMware vSphere munu Microsoft Hyper-V, opueHTHpOBaH-
Hasl He Ha 06JIauHble MTPUIIOKeHN S, MaCIITabypyeMble TOPMU30HTATBHO,
a Ha TPaaMIIMOHHbIE ITPOMBINUIEHHbIE TPWIOKEHNS, MacIITabupye-
Mble BepTUKAIbHO.

[Tpoiie Bcero 00bSICHUTD PA3TIMUMSI MEXKIY OOTAUHBIMM U TPAIUIIN-
OHHBIMM TIPUJIOKEHUSIMM MOXKHO Ha IIpUMepe aHaIOTUN!.

C omHOIt CTOPOHBI, €CTh JOMAIIHYE KMBOTHbIE — cO6aKa MM KOII-
Ka. OHM IOJITO JKUBYT C BAMM, BbI 3HAeTe, Kak MX 30BYT, ¥ UX XapaKTe-
pol. Ein moMaiiHee SKMBOTHOe GoJeeT, BbI BeIeTe ero K BeTepuHapy.
CMepTh AOMAIHEro MUTOMIIA OYIET IJIs1 BaC Tpareaueii.

C Opyroii CTOpPOHBI, €CTb CTaA0, HampuMep KOpoB. Bbl 3HaeTe mnx
ob6rmree yncimo. OHM He MMEIOT MHAVBUIYAIbHBIX MMEH M BCe B3aMIMO-
3aMeHsieMbl. Hec4acTHBII C/Ty4aii ¢ OMHOI KOPOBOI1 HE 0O3HAYaeT TOTO,
YTO BbI IEpPECTajI ObITh KOBOOEM U MOTEPSIIN CTAfO.

TpaguIoHHbIe TPWIOKEHWS, HAITpuMep 6a3a JaHHbIX VIV TIOYTO-
BBIIi CepBEP, — ITO «JOMAIITHMEe MUTOMIIbI», OHY TPEOYIOT (PyHKIMOHA-
JIa «CUCTeMbl TTPOMBIIUIEHHO! BUPTYyaau3auum». JTOT (GYHKIMOHA
BK/IIOUAEeT B ceOsl, HO He OrpaHNYMBAETCS CPeICTBaMM ObecrieueHmst
BBICOKOJI JOCTYITHOCTM, SKMBOV MUTPAIIVN, Pe3€PBHOTO KOMMPOBAHNSI,
BO3MOXXHOCTH J06ABJIATH B BUPTYJIbHYIO MAIIMHY PeCYpPChI I 3a0M-
paThb uX. JKM3HEHHBIN YK/ TaKUX BUPTYTbHBIX MAIIMH — KaK IIPaBy-
JIO, TOJTBI.

CoBpeMeHHbIe 06TaUHbIe TPYIIOKEHNMS — 9TO aHAJIOT «CTaa» BUPTY-
aIbHBIX MamH. OHY MacCIITaGUPYIOTCS TOPU30HTATBHO, JOOABIEHN -
€M BUPTYa/IbHBIX MAIlMH. [IpyIokeHe MUIIeTCS TAKUM 06pa3oMm, UTo
KaKOas BUPTyajbHas MallyMHa cama Io cebe He SIBISIeTCS KPUTUUHOM
1T GYHKUVOHMPOBAHMS BCETO MPUIOKEHMS M He TpebyeT BbICOKOIA
OOCTYITHOCTH. Takke BITOJTHE BO3MOXKHO, UTO BUPTya/IbHbIe MAaIlIVHbI
paboTaloT 6e3 COXpaHeHMsI COCTOSIHMS, UTO He TPedyeT X pe3epBHOI0
KOMMpoBaHMs. JKM3HEHHBIN MK MOAOOHBIX BUPTYATbHbIX MAIIVH —
KaK ITPaBUJIO, MECSIIbI.
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ViMeHHO 17151 o6ecrieueHust paboThl 00JIaUHBIX TIPUIOKEHMIT B IIep-
BYIO ouepenb 1 co3gaBascsi OpenStack. B ¢BsI3u ¢ 3TuM He yIOUBIISIiA-
Tech, YTO B cocTaBe dyHKIMoHana OpenStack oTcyTcTBYyeT, Hanmpumep,
BBICOKAS IOCTYITHOCTb BUPTYaJIbHbIX MalllMH.

Uctopua OpenStack

ITpoekT o pazpaboTke 061auHOI orepalMoHHOI cuctembl OpenStack
nosiBwics B uioHe 2010 roza Kak MpoeKT, 06beqMHUBIINIT Pa3paboTKy
HanmonanbHoro kocmmueckoro areHTcrsa CIIA (NASA) nits cozpanums
BUPTYaJabHbIX cepBepoB Nova ¥ NPOrpaMMHYI0 CUCTEMY XpaHEHUS
IaHHBIX Swift OT aMmepMKaHCKOTro Xe XOCTUHT-TIpoBaiiaepa Rackspace.
ITepBas Bepcusi mof, KOAOBBIM Ha3BaHMeM Austin BbIIlIa B OKTSIOpe TO-
IO 3Ke rofa.

[To cornaiieHo Bepcuu 0603HAUAIOTCSI MMEHEM, a TIOPSIIKOBBI HO-
MeD B JTaTMHCKOM ajidaBuTe repBoit 6YKBb MUMEHM OIpesesiseT HoMep
Bepcuu Openstack: A — repBas Bepcusi, B — BTopas 1 T. .

Vske B Bexar Bgo6aBok kK Nova u Swift mosiBuicst TpeTuii cepBuc,
npeqHa3sHaueHHbI AJig XpaHeHuss o6pas3oB Glance. B Exssex Tmo-
SIBUJINCh BeO-KOHCOMb yrpaBneHus Horizon u cepBuc umeHTUdMUKA-
uyuu Keystone. B Folsom — cepBuc ceTu, mepBoHavYaJIbHO Ha3BaHHbIN
Quantum, HO 3aTeM NOMEHSIBLINIA MM, TAK KaK OHO COBIIaJaJio C 3a-
PEeruCTPMUPOBAHHOI TOPTOBOI MapKOit, M CepBUC GIOUHOTO XpaHEeHUS
Cinder. B Havana mo6aBuicst cepBuc opkecTpaiuu Heat 1 MOHUTOPUH-
ra Celiometer.

BaskHO moHMMAaTh, UTo cam 1o cebe OpenStack — 3To mpoekT 1o
pa3pabotke. CaitT mpoekTa Openstack.org He TTpemoOCTaBIsIeT ITAIOH-
HOTO IUCTpMOyTMBa. HampoTus, BeHOOPHl HA OCHOBe KOZa ITPOeKTa
OpenStack cospmaroT cBou gucTpubyTUBbl. O630p HEKOTOPBIX U3 HUX
TIpUBeieH B pasneiie «IucTpubyTuBbl M BeHmopbl OpenStack».

Hy>kHO OTMeTUTb, UTO yKe yepes rog, nocjiae Bbixoma Austin Kk pas-
pabotke OpenStack nmpucoenyHUINCh UMeHUTbIe UT-BeHOOPbI, KAK TO:
Dell, HP u Cisco.

B Hacrostimit momeHT OpenStack peanusyeTcst 1o, pyKOBOACTBOM
OpenStack Foundation ¢ unciom MHOMBUAYAIbHBIX UJIEHOB OKOJIO CEMU -
IeCsITU ThICSTU M KOPITOPATUBHBIX — 6ostee mmecTy coteH. OpenStack oz -
Iep>XUBarOT IpakTuyecku Bce UT-mumeps! poiHka. Bromker OpenStack
Foundation — 6osee mecTHaAIAT MAUIMOHOB JI0JIZIAPOB B TOJ,.

CornacHo oruery Linux Foundation, Ha HacTOSIIIMII MOMEHT
OpenStack — 310 605ee 20 MWITMOHOB CTPOK Koma. OCHOBHOM SI3bIK
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nporpamMmmupoBanust — Python (71% ot Bcero o6bema kopa). Cam Koj,
pacrpocTtpansieTcs mof iniensueii Apache 2.0.

K uncy KoMmaHmit, KOTOpbIe MMEIOT caMble GOJIbIINE MHCTATUISIINNA,
otHocsiTcst Bluehost, Canonical, CloudScaling, EasyStack, eNovance
(xyruteHa Red Hat), HP, IBM, Metacloud, Mirantis, Oracle, Piston,
Rackspace, Red Hat, SUSE, SwiftStack.

Eciu oieHMBaTh BKJIa KOMITaHW B pa3paboTky nmpoekra OpensStack,
TO IPOIIIe BCero 06paTuThes K caiity http://stackalytics.com. DToT cep-
BIC M3HAYAIbHO ObUT CO3/IaH KoMIaHuei Mirantis myst c6opa craTuc-
TUKU U BKJIafia CBOUX MHKEHEPOB B IIPOEKT M €ro OTHe/IbHbIe YaCTH, a
3aTeM CTasl UCIO/Ib30BaThCS GOBIIMHCTBOM KOMIIAHMIA, pa3pabaThi-
Baromux OpenStack.

B kauecTBe npumepa Ha puc. 1.1 mpuBemeHa guarpamMma, IOKasbi-
BaroIas BKIag KoMmaHuii B mpoekT OpenStack 3a Bce Bpemsi ero cy-
1iecTBOBaHMS (1Mo coctosiHMio Ha MapT 2018 roxma). Kak mbl BUIMM, B
MATEpPKy TOM-KOHTpuGyTOpoB BxoAsaT Red Hat, Mirantis, Rackspace,
IBM n HP/HPE.

M Red Hat

[ Rackspace

[ Mirantis

M IBM

M HP

M “independent
M Huawei

M SUSE

M HPE

M cthers

Puc. 1.1. CGtatuctmka B cepsuce Stackalitics Ha mapT 2018 roga

Takske MHTEpPECHBIM, C TOUKM 3PEHMS] TPEHAOB, B MCIIOIb30BaHUMU
OpenStack MOXHO CUMTaTh pPeryasipHble Cpe3bl C OMPOCHUKA MOIb30-

BaTeseil ¢ canTa IMpoeKTa https:gzwww.o|zenstack.0rgzuser—survey. Ha

MOMEHT HaIlMCaHUs KHUTY TIOCIeIHUM 6bIT OIpoc OT Hosiopst 2017 ro-


http://stackalytics.com/
https://www.openstack.org/user-survey
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na. CKkopee BCero, 1mocjie BbIXoa KHUTY GYeT JOCTyITHA MHGOpMAIys
110 CJTEAIYIOIeMY Cpesy cTaTUCTUKM. Kakyio ske MHTepecHyo nHbopma-
M0 OTTY/Ia MOYKHO MTOTYUUTH?

O 63% NpUHSBIINX yyacTye B OIpoce UCroab3yioT OpenStack ms
pa3MeleHus TPOM3BOACTBEHHON HATPy3KH;

O mopasnsiomiee GOIBIIMHCTBO MHCTAUISINIT — B IT-KOMIIaHMSIX
(55%) 1 TeIeKOMMYHUKAIIVOHHBIX KOMIaHUsX (15%);

O A3ug BbIllIJIa HA TIePBOE€ MECTO B KayeCTBe permoHa MpPOKu-
BaHMSI MIPUHSIBIIMX ydyacTue B ompoce (33% Bcex MPUHSIBIINX
yuactue). Ha BTopom mecte — CeBepHast Amepuka (33%);

O 85% Bcex BHeApeHMIt (MPOMBIIIJIEHHBIX ¥ TECTOBbIX) UCIIOIb3Y-
10T runepsusop KVM;

O Takke MHTEPECHOI SIBJSETCSI CTaTUCTUKA TI0 CpelaM pasBep-

THIBAHMS U yIIpaBjaeHus obmaka: 20% — Puppet, 38% — Ansible,

11% - Fuel, 14% - Chef;

57% wncnonb3yioT mporpammuyio CX]II Ceph;

ouctpuoyTuBbl OC pacrpenenuinch CIeqylomyuM o06pa3oM:

38% — Ubuntu, 31% — CentOS, 18% — RHEL.

O
O

CornacHo otuety Forrester Research (http://www.openstack.org/
assets/pdf-downloads/OpenStack-Is-Ready-Are-You.pdf), OpenStack B
HacTosIIIee BpeMs UCITOIb3YIOT MHOTYE KOMITaHMUM 13 crimcka Fortune
100, Takue kak BMW, Disney u Wal-Mart.

Hy u, HakoHell, Tlepef, TeM KaK ABUTATHCS Jajblile, BOSMOKHO, UM-
TaTeNMI0 OyIeT MHTEPECHO O03HAKOMUTBCS C IOpTajom https:/www.
openstack.org/enterprise/, rme mpuBeIeHbI IPUMEPBI ITPOMbBIIITIEHHOI
srcrutyatanuy OpenStack Ha IpeanpPUSTUSIX.

Apxutektypa OpenStack

IMpoexT OpenStack, KOTOPbIV TaKKe Ha3bIBAIOT OOJIAUHON OIepalu-
OHHOJ CHCTEMO, COCTOUT M3 PSIfa OTHENbHBIX ITPOEKTOB, pa3pabaThI-
BaIONIVX OTHEeIbHbIE MoacKcTeMbl. KoHKpeTHast yctaHoBKa OpenStack
MOXXeT BK/TIOUaTh B CeOS JIMIIb YacTh U3 HMUX. HeKoTopble moacucTe-
MBI MOTYT MICITOJIb30BATHCSI BOOOIIE aBTOHOMHO WM KaK YacTh APYTUX
OpenSource-npoeKTOB. B 3TOi1 KHUre pacCMaTPUBAETCS JNUIIb 4aCTh
6a30BbIX CEpPBUCOB. VIX HAO6OP YBEIMUMBAETCS OT BEPCUM K BEPCUU ITPO-
ekta OpenStack Kak 3a cueT MoSIBJIeHMsI HOBBIX, TaK ¥ 3a CUET pasmese-
HusT QYyHKIMOHAA CyllecTByomuX. Hanmpumep, cepsuc nova-volume
BBIZIEJIAJICSI B OTAEbHbIN mpoekT Cinder.


http://www.openstack.org/assets/pdf-downloads/OpenStack-Is-Ready-Are-You.pdf
http://www.openstack.org/assets/pdf-downloads/OpenStack-Is-Ready-Are-You.pdf
https://www.openstack.org/enterprise/
https://www.openstack.org/enterprise/
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Kak[plii 13 MPOEKTOB MMeeT CBOJi JOKYMEHTUPOBAHHbBIN HaboOp
REST API, yTMAuUT KOMaHIHOM CTPOKM U «POLHBbIEe» MHTepdeiich
Python, npepocrasisione Ha60p GYHKINIA, aHAJTOTUYHBIX YTUTUTAM
KOMaHJIHOM CTPOKM.

OpkecTpaunA obnaka

Horizon - _ MNoneaosBaTensckmn —
WHTEepdenc
OpraHWzauua
ceTm ana 1
]
J
A p VM \
XpaHeHne
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OBecneunsaer
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ycTpoiicTaa
! ‘ BHegpuer BM f 3
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MoHuTopuHr —

MpepocTtaenaeTt
ayTeHTudmkaumnio Keystone «—

anns

P bl KOMuu 8

Puc. 1.2. Apxutektypa OpenStack

OmuuM u3 6a30BbIX cepBucoB siBiasgercs OpenStack Compute
(Nova). OTOT cepBMC yCTaHABIMBAETCSI HA BCEX BBIUMCINUTENbHbBIX Y3-
yax knacrepa. OH MpeJoCTaBIsIeT YPOBeHb a0CTPAKLIMY BUPTYATbHOTO
060pymoBaHus (TIPOIECCOPHI, TAMSTh, OJIOUHBIE YCTPOICTBA, CETEBBIE
agarrepbl). Nova obecrieunBaeT ympaBjeHMe 3K3eMIUISIpaMU BUPTY-
aTbHBIX MAIIVH, 00paIasiCh K TUIIEPBU30PY ¥ OTAABas TaKye KOMaH-
Db, Kak, HalIpMMep, UX 3aIyCK X OCTAHOBKY.

BaxkHo ormerutb, uTOo TexHomormum OpenStack HesaBucu-
MbI OT TruiepBusopa. Ilo ampecy https://wiki.openstack.org/wiki
HypervisorSupportMatrix pacronaraetcs maTpuiia COBMECTMMOCTU
rurnepBu3opoB. [loamepskka peanusyeTcss 4yepe3 COOTBETCTBYIOLIME



https://wiki.openstack.org/wiki/HypervisorSupportMatrix
https://wiki.openstack.org/wiki/HypervisorSupportMatrix
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npaiiBepbl B mpoekTe Nova. Paspaborka u TectupoBanue OpenStack
BeIyTCs B epByto ouepenb 11t KVM. bo/iblIMHCTBO BHEIPEHMIT TaKXKe
3aBsI3aHO Ha rumnepsusop KVM.

Cnemyromuit cepBuc 1on, HasBaHumem OpenStack Networking
(Neutron) oTBevaeT 3a CETEBYIO CBS3aHHOCTb. [lonb30BaTe/NIM MOTYT
CaMOCTOSITeTbHO CO3aBaTh BUPTYaJibHbIe CETY, MapIIPyTU3aTOPI, Ha-
3HauaThb IP-ampeca. OmuH 13 MeXaHM3MOB, obecrieurBaeMbix Neutron,
Ha3bIBaeTCs «IJIaBalole agpecar. biaarogapst 5Tomy MexaHU3My BUP-
TyaJibHble MAaIlIMHbI MOTYT ITOJy4aTh BHEITHME (UKCHMpOBaHHbIe IP-
angpeca. Yepe3 MexaHM3M IOAK/IIOUaeMbIX MOyl MOKHO peann3o-
BaTh TaKoi QYHKIMOHAJ, KaK 6aJaHCHMPOBIIMK CETEBOI HAarpy3KyM Kak
cepBuc, GpaHaMaysp Kak cepsuc u VPN Kak cepBuC.

Cnyx6a npentudukanmum OpenStack Keystone rnpencrasisieT co-
00J1 LIeHTPaN30BaHHbI KaTaoT MOIb30BaTe/Iei U CepBIUCOB, K KOTO-
PbIM OHM UMeIOT AOCTYTI. Keystone BbICTyTIaeT B BUe eIMHO CUCTeMbI
ayTeHTUdUKanM 06/1a4HOI OIlepaloHHOI cucTembl. Keystone mpo-
BepsieT eliCTBUTEIbHOCTb YUETHBIX 3alluceii mojib30BaTeseii, Como-
cTaBJIeHMe To/Ib30BaTeseli mpoekram OpenStack n ponsam u B crydyae
ycIiexa BbIIaeT TOKeH Ha JOCTYT K IpyruM cepBucam. Takke Keystone
BEJIET KaTaJIoT CITYXKO.

OpenStack Image Service (Glance) BegeT KaTajor o6pa3oB BuUp-
TyaJbHBIX MalllH, KOTOPbIe IMOJb30BaTe/JIM MOTYT MCIOAb30BaTh Kak
11a6JIOHBI JJIS 3aITyCcKa 9K3eMILISIPOB BUPTYalIbHbIX MAIlMH B O0JIaKe.
Taxske TaHHbBIV CepBUC MPeAOCTaB/sieT (PYHKIMOHAT pe3epBHOr0 KO-
TIMPOBAHMS U CO3IAaHNSI MOMEHTAJIbHBIX CHUMKOB. Glance mopmepsku-
BaeT MHOXECTBO pas/IMUHbIX (hopMaToB, Bkaodast vhd, vmdk, vdi, iso,
qcow?2, ami u fip.

Cepsuc OpenStack Block Storage (Cinder) ympasiseT 610YHBIM
XpaHUIuIlEeM, KOTOpOe MOTYT UCIIOIb30BaTh 3aIlyllleHHbIe 9K3eMILJIsI-
PbI BUPTYAIbHBIX MAIIVH. OTO ITOCTOSTHHOE XpaHWINIIe MHbOpMaIumn
IJIST BUPTYaJIbHBIX MaliMH. MOXHO WMCIO0/Ib30BaTh MOMEHTabHbIe
CHUMKM [JIJIT COXPAaHEHMS M BOCCTAHOBJIEHMS MHGOPMAIUM MU JIJIST
1eJieil KIIoHMpoBaHMs. Yaie Bcero ¢ cinder MCIONb3YIOT XPaHWINIIE
Ha oCcHOBe Linux-cepBepoB, OlHAKO MMEIOTCS U MOIK/II0uaeMblie MOAY-
JIM JIJ1s aTninapaTHbIX XPaHUJTAIIL.

Cepsuc OpenStack Object Storage (Swift), mommumo Nova, siBjs-
eTcsl OJHUM M3 IBYX IepPBBIX ITPOEKTOB, MosBUBIIMXCS B OpenStack.
V3HauvanbHO OH HasbiBasicst Rackspace Cloud Files. CepBuc mpezncTaB-
JiTeT co00ii OOBEKTHOE XpaHWUININE, ITO3BOJISIOIIEee I0Jb30BaTe/IsIM
XpaHuTh ¢aitabl. Swift uMeeT pacnpemeneHHYI0 apXUTEKTYPY, obecrie-
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YMBasi TOPM30HTAIbHOE MacCIITabMPOBaHNMe, a TAKKE U36BITOUHOCTD U
peruiMKaIuio 1jis 1eyieit oTkasoycroitunBocTu. Swift opueHTHMpoBaH
MPEeMMYIIEeCTBEHHO Ha CTaTMYeCKue AaHHbIe, TaKMe Kak 06pasbl BUP-
TYaJbHbIX MAaIllVH, Pe3ePBHbIE KOIIUM U aPXUBHI.

Cepsuc OpenStack Telemetry (Celiometer) mpecraBisieT co60ii
[EHTPaJM30BaHHbIN MCTOYHUK MHGPOPMALIMY IO METPUKaM obJiaka 1
JAaHHbIM MOHUTOPUHTA. ITOT KOMIIOHEHT 06€CIIeuMBaeT BO3MOXKHOCTh
ownnuura gyis OpenStack.

OpenStack Orchestration (Heat) — cepBuc, 3ajaya KOTOPOTO —
obecrieueHne XMU3HEHHOTO IMKIA MPWIOXKeHUS B 06;71aUHO MHPPa-
crpykrype. IIpu momouiu mabnona popmara AWS CloudFormation
CepBUC YIMPaBSIeT OCTAJbHbIMU cepBucamu OpenStack, rmo3Bosss
CO37aTh GOMBIIMHCTBO TUIIOB PECYPCOB (BUPTya/ibHbIE MaIIMHbI, TO-
Ma, TuiaBatoiiye IP, mosb3oBaTenu, rpynmbl 6€301MacHOCTY U T. [I.).
Heat npu nmomouiu nanubix Ceilometer Takske MOXKET OCYLIECTBIISTh
aBTOMAaTHYeCcKoe MaciiTabupoBaHue NMpuiokeHus. 1a6ioHbI Omu-
CHIBAIOT OTHOIIEHMUSI MEXIY pecypcaMu, M 3TO IO3BOJISIET CEPBUCY
Heat ocymectBisith Bbi3oBbl API OpenStack B mpaBuabHOM TOPSIZ-
Ke, HaIIpyMep CHauaja Co3[aTh CeEpBep, a IOTOM IOJKIIOUUTH K HEMY
TOM.

M HakoHell, caMblii OAM3KMIT K IOJb30BATENI0 006JIaKa CEPBUC
OpenStack Dashboard (Horizon), 1mo3Bosstiomuit yrpasJsiTh pecyp-
camu o6j1aKa uepes Be6-KOHCOIb.

Takke CYIIEeCTBYET MPOEKT, Yeil KO/ MCIIONb3yeTCsl GOMbIIMHCTBOM
OCTaIbHBIX KOMITIOHEHTOB OpenStack, — 3TO TPOEKT, 0ObEeAVHSIONIIT
o61ne 6ubIMOTEKM KOMIIOHEHTOB o61aka OpenStack Oslo.

Mnepsuszop KVM u smynarop OEMU

Kak yke oTMeuanoch, CaMbIM UCIT0/Ib3yEMbIM IMITEPBMU30POM COBMECT-
Ho ¢ OpenStack siistercss KVM (Kernel-based Virtual Machine). KVM -
yacThb saxpa Linux ¢ 2007 roma u TpebyeT anmnapaTHO MOAIe P KK BUP-
TyaamM3aluuy Ha cepBepax CTaHAAPTHOM apxuTeKTypbl (AMD-V nnu
Intel VT-x). B Hacrosimiee BpemMss KVM Takke aganTMpOBaH IJis psma
opyrux iatdopm, Hampumep PowerPC. st sMmyasiuum yCTpOiCTB
BBOza/BeIBOAA B GNU/Linux ucrnonb3yeTtcs amynsitop QEMU.

O6paTuTe BHMMaHMe, YTO armapaTHas oA epskKa BUPTyanu3aun
MOKET OBbITh IT0 YMOTUYaHMIO BbIKIOUeHa B BIOS. IIpumepsl BKiIOUe-
Hust ormuii B BIOS miist TIK ¢ mpouieccopamyu AMD u Intel mpuBemeHbI
Ha puc. 1.3, 1.4 n 1.5.
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ROM-BASED SETUP UTILITY

Options
Disabled

‘ Enabled

Secure Uirtual Machine Mode [Enabled]

Puc. 1.3. [pMep BKAKOYEHNUS ONLMM annapaTHOM NOAAEPXKKM
BupTyanusaumu B BIOS (npoueccop AMD)

Puc. 1.4. Mpumep BKOYEHMS ONLMM annapaTHOM NOALEPXKKM
BupTyanusaumm B BIOS Hoytbyka HP (npoueccop Intel)
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Puc. 1.5. [Mpumep BkNOYEHMS ONLMM annapaTHOM NOALEPXKKM
BupTyanusaumm B BIOS HoyTbyka Dell (npoueccop Intel)

IIpoBepuTh, UTO MOAAEPsKKA BK/IIOUEHA U IIPOLeCCOopP NoAdeP>KIUBaeT
OHY U3 TEXHOJOTUI, MOXHO KOMaHA O

$ grep -E 'svm | vmx' /proc/cpuinfo

Bor JO/DKHBI Cpenu IoAaep KmMBaeMbIX IIPOLECCOPOM (bHaI'OB YBU-
IeTh svm iy vmx. Takske eciu Bbl JaIUTe KOMAHLIY:
$ lsmod | grep kvm

kvm_intel 143187 3
kvm 455843 1 kvm_intel

BbI IO/DKHBI YBUZIETD [IBa 3aTPYKEHHbBIX B OIIePaTUMBHYIO IaMSTh MOJIY-
Jisg 1Apa. kvm — 3TO He 3aBUCUMMBIN OT TPOU3BOAUTEIIS IIPOLieccopa Mo-
IIyJib, @ BTOPO¥ kvm_intel mau kvm_amd peanusyeTt GyHKImMoHan VT-X
mi AMD-V cOOTBeTCTBEHHO.

Auctpubytusbl OpenStack

Kak yske oTMevaioch Bbiire, OpenStack — 3To IMpOEKT 10 CO3TaHNUI0 00-
JIAUHOM MHQPACTPYKTYPbI, HO He MPOAYKT. OJHAKO MHOKECTBO KOM-
MMaHUii, y9acTBYOIINX B co3ganuu OpenStack, co3maeT Ha OCHOBE ero
KOZIa CBOM ITPOIYKTHI MJIU OUCTPUOYTUBDI, 3a4aCTYI0 MUCIIONb3YsI CBOU
MpoIpyeTapHble KOMIOHEHTHI. TyT cuTyalus IpMMepHO aHaJI0TUYHA
cospanuio auctpubyTuBoB GNU/Linux. MicxomHble KOIbI B BUIE TTaKe-

TOB tar.gz JOCTYITHbI 0 afpecy http://tarballs.openstack.org/.


http://tarballs.openstack.org/
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ABTOp TIOMBITAJNCS OATh OYeHb KPaTKMii 0630p HECKOJbKUX [UC-
TpubyTMBOB OpenStack. O630p He TMpeTeHIyeT Ha BCeOObEMITIONINIA
oxsat. Takke MHpoOpMaIMs, TpUBeNeHHAST HIDKe, aKTyaJbHA HA MO-
MEHT HallMCaHMs KHUTU. [JOCTaTOUHO MOIHBIN CIMCOK OCHOBHBIX IUC-
TpMUOYTMBOB MpuBeneH B paszmene Marketplace oduiinanbHoro caiira
OpenStack - https://www.openstack.org/marketplace/distros/.

Kuura ommceiBaer ucrnonb3oBaHue muctpubytuBa RDO (https://
www.rdoproject.org/), ¢ Hero ¥ HauHeM Halll KpaTkuit 0630p. RDO -
crioHcupyembliit Red Hat mpoexT 1o co3/1aHII0 OTKPBITOTO AUCTPUOY TH-
Ba OpenStack. B mpoTHBOIONIOKHOCTH KOMMEPUECKOMY OUCTPUOYTUBY
Red Hat Enterprise OpenStack Platform (RHOSP), gyist RDO Henb3s Ky-
UTb noaepxkKy. Bsaumocssa3b mexxny RHOSP 11 RDO npumepHo Takas
ke, Kak Mmexxry Red Hat Enterprise Linux (RHEL) u Fedora. RDO npu3sBan
€03/1aTh CO06IIECTBO BOKPYT padpaboTok Red Hat. B kauecTBe ycTaHOB-
IYKa M3HAYAIbHO Mpe Iaraaoch UCIOIb30BaTh CKpuMT packstack mst
TecToB M Foreman 77151 MpOMBILIZIEHHOTO pa3BepThiBaHMs. B nocnen-
HUX Bepcusix BMecTo Foreman npenyiaraercss RDO Manager, o0CHOBaH-
HbIlt Ha poekTax OpenStack Ironic u OpenStack TripleO. RDO moxkHO
pasBepHyTh Ha RHEL u ero mpousBogubix (CentOS, Oracle Linux u
APYTYX).

BTopoit no nomnynsipHocTH koMMepueckuii BeHaop GNU/Linux Tak-
5Ke MMeeT CBOii co6CcTBeHHbIN nucTpubyTiB OpenStack o HasBaHMeM
SUSE OpenStack Cloud. B kauecTBe AUCTpUOYTHMBA ONEPALMOHHON
cucremsbl ucrnonb3yercs SUSE Linux Enterprise Server 12. B kauec-
TBe CUCTeMbl XpaHeHUsI MaHHbIX moadepxkuBaeTcss SUSE Enterprise
Storage — coGCTBEHHDIN BapuaHT COOPKY MPOTrPaMMHO-OTIPEeIIeMO-
ro xpa"muia gaaHbix Ceph. B kauecTBe MHCTpyMeHTa YCTAHOBKY MC-
nonb3ytoTcs npoekt Crowbar (http://crowbar.github.io) u Chef - oguu
13 pacrpoCcTpaHeHHbIX MHCTPYMEHTOB yIIpaBaeHMsI KOHPUTypausmu
B Mmupe OpenSource.

Cnenyromuit guctpubytus — Mirantis OpenStack (MOS). Kak u
RDO, B HEM OTCYTCTBYIOT IpOIIPUETAPHbIE KOMIIOHEHTbI, @ OT/IMYM-
TeIbHOI 0cOb6eHHOCThIO Mirantis MO3UIIMOHMPOBAT CUCTEMY YCTa-
HOBKM Fuel, koTopasi 3HAUMTENbHO yIpOIIaeT MacliTabHble pa3Bep-
ThIBaHMSI. Takske HYsKHO OTMeTUTh Toaaepskky OpenStack Community
Application Catalog, ocHOBaHHOTO Ha KaTaJiore MpuiaoxkeHuit Murano.
B kauectBe gucTpubyTBa GNU/Linux MOS Tpe6yeT Ha Bbi6op Ubuntu
mwin CentOS. C 1e/blo yIIPOIeHUS pa3BepThbIBaHUS eMOCTEHI 0B MU
mnsyuenust OpenStack MMeIOTCSI CKPUIITHI AJisT OBICTPOTO Pa3BepPThIBA-
Hud Ha VirtualBox. OTHOCcHTeNbHO HemaBHO Mirantis oTkasascs ot uc-



https://www.openstack.org/marketplace/distros/
https://www.rdoproject.org/
https://www.rdoproject.org/
http://crowbar.github.io/
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ronb3oBanusa Fuel, mpemcraBuB HOBBIN aucTpubyTtus Mirantis Cloud
Platform.

VMware Integrated OpenStack (VIO) cToUT HECKOJbKO OCOOHSI-
KOM OT OCTajJbHBIX PACCMOTPEHHBIX B 3TOM pa3jesie, MOCKOIbKY IJIs
CBOeit paboTel TpebyeT pa3BepHYTOI MPOIPUeTAPHOIi MHGPACTPYKTY-
pbl VMware, Britouas runiepsusop ESXi, miatdopmy BupTyanusanum
cetu NSX u cucremy ynpasienus vCenter. Bce sTo genaet VIO ¢ yue-
TOM COOTBETCTBYIOIIMX JIULIEH3MI1 OTHOCUTEIbHO JOPOTUM pelIeHUEeM.
Bce kommoneHTsl OpenStack pa3BepThIBAIOTCS BHYTPU BUPTYaIbHBIX
mamuH Ha ESXi B 3apaHee co3maHHOM KiiacTepe Vmware. IT0CKO/b-
Ky B OCHOBe JiekuT uHdpacTtpykrypa VMware vSphere, To oTanum-
TebHbIM MPEUMYIIECTBOM AUCTPUOYTUBA OYIET SIBISITHCS «POIHOV»
dyukumonan VMware Kak KOPIIOPaTUBHOM CUCTEMbI BUPTYaIMU3aLIUN:
HA, DRS, vMotion u T. . 9T0O HECKOJIBKO ITepeopueHTUpyeT OpenStack
oT 06JIauHOl K TpaauIMOHHOI Harpyske. Takske VIO cHIDKaeT mopor
BXOXKAEHUSI IJIS1 CYIECTBYIOIIMUX MHPPACTPYKTYP U OOYUEHHBIX aaMMU-
HucTparopoB VMware. C Ipyroit CTOpPOHbBI, TOMUMO HEOGXOIMMOCTU
NpMobpeTaTh IUIEH3UN Ha IIPOIpHUeTapHOe MporpaMMHOe obecreye-
Hue, VIO NpuBS3bIBAET MMOJIb30BATENIST 3TOTO AUCTPUOYTUBA K BEHAOPY
perreHns. Takke HeOGXOAMMO MMETh B BUAY, uTo VIO BKIIOUYaeT B ce6st
orpaHMYeHHbIi Habop cepBucoB OpenStack U MoAePKMBAET TOTBKO
OTpaHMYEHHbII HAGOP MOJK/IIOUAEMbIX MOYJIEl I KOHQUTYpaIii.

Oracle OpenStack for Oracle Linux BbinensieTcss 3aMeTHO Heio-
pOTOJ4, 110 CPaBHEHMIO C KOHKYPEHTaMU, TEXHUYECKOI MOAAePXKKOI B
c/Ty4ae KOMMEPUYECKOTO MCIOb30BaHusl. OH GecIiyiaTeH Mpy HaTMIUU
MpeMUuanabHONM MOAmepskKKM. VI3 OTAMUUTENbHBIX 0COOEHHOCTEN MOXK-
HO OTMeTUTb nonaepskky Oracle ZFS. Taxke B KauecTBe BUPTYaIbHbIX
MalMH rogaepkuBaeTcst Solaris x86. Kak u B ciydae Ipyrux mpous-
BO#UTENeN ammapaTHoro obecreuenusi, HarpuMep IBM u HP, Oracle
Mo iepXkBaeT KOMMepUecKoe MCIOoIb30BaHMe CBOeit COOPKU TOMbKO
Ha CBOEM <«Keje3e».

Ericsson Cloud Execution Environment - guctpubyTus, co3maH-
HBII C yu4eTOM TpeGOBaHMIi MPUIOKEHUIT BUPTYyaNIMU3alUU CETEBBIX
dyuxkunit (NFV) u crieundukiu onepaTopos CBsi3U. B mepByio ouepeb
9TO O3HAyYaeT MOBBIIIEHHYIO TPOU3BOAUTENBHOCTb CETEBOI MO CUCTE-
MbI I OpMEHTALMIO Ha IPUIOKEHMSI C TpeGOBaHNEM OTiepaluii peasb-
HOro BpeMeHU. [To cpaBHeHMIO ¢ AUCTPUOYTUBAMMU TPATULIMOHHBIX UT-
KOMIIaHMI, OpMEeHTUPOBAHHBII Ha OIepaTopoB IucTpubyTuB Ericsson
Cloud Execution Environment oT/inuaeTcst rapaHTUPOBaHHBIM KOMIIA-
Hueit Ericsson SLA. B kauecTBe nmpuMepa QyHKIMOHAIA MOXHO TpU-
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Bectu mogaepskky VLAN Trunking, ycKopeHHbI TPV TOMOIIM 6MOTMO0-
teku Intel DPDK Buptyanbusiit kommyTtatop (Ericsson Virtual Switch),
MOHUTOPMHT, BBICOKYIO JOCTYITHOCTb BUPTYa/IbHBIX MallVH XU MHOTOE
npyroe. Takke U3 OTIMUMII MOXXHO Ha3BaTh CBOI COGCTBEHHbII BeO-
uHTepdeiic Ha 6aze Horizon. uctpubyTus co3maH Ha 6ase Mirantis
OpenStack.

ToBopst o muctpubyTMBax OpenStack, Takske HEOOXOAMMO YITOMSI-
HyTb 1poeKT OPNFV (https://www.opnfv.org). OPNFV - 3T0 mpoekT
10 TTOCTPOEHUIO OTKPBITON CTAaHIAPTHON TIaTGOPMBI 71T BUPTYaIu-
3anum cereBbix QyHKIMiT (NFV). OPNFV 00beauHsIET PsIL TPOEKTOB,
BKiouast OpenStack, OpenDaylight, Ceph Storage, KVM, Open vSwitch
u GNU/Linux. B npoekTe NpMHMMAIOT y4acTHe KpyIHeIe TeJleKOM-
MYyHUKaIMoHHbIe KoMmiiauuu 1 BeHaopsl (AT &T, Cisco, EMC, Ericsson,
HP, Huawei, IBM, Intel, NEC, Nokia, Vodafone, ZTE u mHorue gpyrue).
B HacTos1MI1 MOMEHT ITPOEKT ITPeOCTaBsieT HeCKOIbKO COOPOK B BU-
Ie ISO ¢ pasnMuHbIMY YCTaHOBIIVKAMMU.



https://www.opnfv.org

fnaBa

HacTtpoiika nabopatopHoro
okpyxxeHus OpenStack

Ha MoMeHT HamnucaHus 4YeTBepTOro U3AaHUsS KHUTU MOCIeHel Bep-
cueit OpenStack 6bl1a ceMHaIIaTast C MOMEHTA TTOSIBJIEHVSI IPOEKTA —
Queens. B mpenpiaylmux Tpex M3OAHUSX PacCMaTPUBAIUCh Bepcum
Juno, Liberty u Newton. [TockosbKy 3Ta KHUTA SIB/ISIETCSI BBEIEHVEM
B OpenStack, pasnuuust MexAy peim3aMy C TOUKM 3PeHUST U3YyUeHUSs
OpenStack He oueHb Benuku. B KHure o maram, 6e3 MCIOIb30Ba-
HMSI CpeACTB aBTOMaTMU3alMy PacCMOTPeHbl YCTAaHOBKA M HACTpOiiKa
6a30BOro J1a60PaTOPHOrO OKPYKeHMs C ucronb3oBanueMm CentOS 7 u
nuctpubyTtusa RDO.

B oTinune OT mepBOTO M3NAaHUSI KHUTH, Iie aBTOP paccMaTpuBal
YCTAaHOBKY OOJIBIIIMHCTBA CEPBMCOB HA OAHY BUPTYAJbHYIO MaIIMHY,
Mbl 6yIeM pasiessTh YIIPaB/ISIONINii, CETeBOI M BBIUMCIUTEIbHBINA y3-
JIbl, YTO TIO3BOJIUT HaJISITHEE TTO3HAKOMMUTHCS C TUITMUYHBIMU POJISIMU
cepBepoB IMpu pasBepTbiBaHMM OpenStack.

C mepBoOil IO ISATYIO IVIaBY BaM ITOHAZOOMTCS TONBKO MallMHa
controller MMHMMYM € IBYMSI BUPTYaJIbHBIMM ITPOIIECCOPAMM U He Me-
Hee yeM c 4 I'6 onmepaTUBHOI NTaMsITH. B 11ecToii riaBe BaM IOMOTHM-
TeJIbHO MTOHAL06STCS TPY BUPTYaabHbIe MAIIMHbI SW1, SW2 1 SW3 [IJis
06beKTHOrO XpaHuauia Swift, kaxkmas ¢ 1 I'6 omepaTMBHOI TaMsTH.
Ecnu pecypchl Balllero CTeH1a OrpaHMyYeHbl, TO B ITOCTIeAYIOIIUX IJlaBax
3TU BUPTYyaJIbHble MalllMHbI MOXKHO He MCI0JIb30BaTh. B cembMoii riiaBe
BaM Heob6xomyumo 6ymeT 1o6aBUTh BUPTYaIbHYI0 MallMHYy compute B
KavecTBe rurepBusopa. Yem 6oJibllie OIlepaTUBHOI MTaMSITH Bbl BbIe-
JIATe st compute, TeM Jryutiie. JIjist 60JbIIMHCTBA IPMMEPOB B KHUTE C
3aITyCKOM BUPTYya/ibHbIX MamH Cirros Linux Bam xBatut 2 I'6. Ecm y
BaC JOCTAaTOYHO PeCypcoB, TO BbI TAKKe MOXKeTe CO3/1aTh BTOPOi OV~
OHAJTbHBIN BHIYMCIUTETbHBIN y3es compute-opt. OH HaM ITOHALOOGUTCS
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TOJIBKO J1J1S1 M3Y4YeHUs KMBOI MUTpallMy BUPTYaabHbIX MallMH. B ciie-
Iyioleit, BOCbMOI1 TVIaBe [06aBsieTCs BUPTyalibHasl MaliHa network
IUIsI CeTEBBIX CepBUCOB. i1 Hee Gosee ueM mocratouHo 1 I'6 omepa-
TUBHOI TTamMsTH. B msTHaA11aTO I71aBe, mocpsineHHoi Ceph, Bam go-
MIOJTHUTENbHO K controller, network u compute moHago6sITCs TpuU BUP-
TyasibHble MalnHbl: cephl, ceph2 1 ceph3. Ty BUpTya/ibHble MAIIVHbBI
TaKke MOXKHO co371aTh ¢ 1 I'6 orepaTMBHOI MaMsITH KaKIyiO.

Iyicku Bcex yueGHbIX BUPTYaIbHBIX MAIIMH PEKOMEeHAYeTCSI CIelaTh
«TOHKUMM». B 3TOM ciydae pasmep peasibHO 3aHSITOTO MecTa Ha (aii-
JIOBOVA CHCTEME JJIsT KasKI 0l BUPTYaIbHOM MallMHbI 6ymeT ot 3 10 6 I'6.

Kak roBopuiaoch Bo BBeJleH!M, aBTOP BO BpeMs HalMCaHUSI KHUTU
M TeCTUpOBaHMS NpuMepoB ucmonb3oBan CentOS 7 u Ubuntu Linux
14.04 LTS c runepsusopom KVM (cm. puc. 2.1), Ho 3Ta uHDopMaIms
NpuBeJeHa JUIIb B KauecTBe Npumepa.

L Soe [ @ -
Name 4 CPUusage
¥ localhost (QEMU)

€O7_Ceph1 (<] elx Connection Details

Running

€O7_Ceph2 Overview| | Virtual Networks | Storage | Network Interfaces

Running Basic details

CO7_Ceph3 Connection: gemu:///system
Running Hostname: elx
CO7_Compute Hypervisor: gemu

Running Memory: 15.53 GB
CO7_Compute-opt Logical CPUs: 4

Running Architecture: x86_64
€O7_Controller Autoconnect: &

Running

COT_Network
Running

Performance

EEEEREEE

co7_swi
Shutoff CPU usage:

co7_swz
Shutoff

CO7_5W3
: -

28%

Memory usage: 14.00 GB of 15.53 GB

Puc. 2.1. Virtual Machine Manager ¢ BupTyanbHbiMM MawmrHamu cteHaa B Ubuntu

OmHOBpeMeHHO Heo6XOAMMO 3aIyCKaTh OT INeCT BUPTYaTbHbBIX
MallliH, M [JIs1 BBITIOJIHEHMSI GONBIIMHCTBA YIIPasKHEHU KHUTHU T0-
CTaTOYHO KOMIIbIOTepa ¢ 8 I'6 orepaTMBHOI IAMSITI, OTHAKO IJIsT KOM-
dopTHOIT paboThl pekoMeHAyeTcst 16 T'6. [ToArOTOBKA OMepaIMoOHHOM
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CUCTEeMbI ¥ HaCTPOJiKa perno3mUTOPHEB [JIs1 BCeX BUPTYaJIbHBIX MAIIMH
C OOMHAKOBBIM AucTpubyTHBoM GNU/Linux GyayT BBIMOTHSATHCS OFM-

HaKOBO.

KpOMe TOro, B tabm. 1 OJIs1 CIIpaBKM IIPpMBEAEH CIIMCOK CEPBUCOB,

YyCTaHaB/IMBAa€MbIX Ha KasKIIbIN y3elJl.

Ta6nuua 1. Cnucok y3noB u cepBncoB 1abopaTopHOro cTeHaa

Y3en

CepBuc

OnucaHue

Ynpasnstowmii ysen

controller.test.local
192.168.122.200

rabbitmg-server

RabbitMQ - 6pokep coobLeHni
npotokona AMQP

mariadb

MariaDB - 6a3a paHHbIX, MUC-
MoNb3yeTcsi MHOTMMU CEPBUCAMMU
OpenStack

httpd ¢ mod_wsgi

Keystone API, Placement APl -
CAYXWT AN NpefoCTaBneHus Ao-
ctyna Kk APl cepBuca upoeHtUdU-
Kauum u cepsuca Placement AP
Cepsuc Placement APl nosBuncsa B
OpenStack Bepcun Newton. OH oT-
BEYaeT 33 OTC/IeXKMBAHME CNUCKa pe-
CYpCOB M UX UCMONb30BaHKe

glance-api

Glance API - npenoctaBnseT focTyn K
REST API cepBuca 0b6pa3oB asis nouc-
Ka, XpaHEHMUS U nosydeHns 06pasos

glance-registry

Glance Registry — xpaHuT U npepno-
CTaBnsieT 06pasbl BUPTYasbHbIX MALUMH

cinder-api

Cinder API - npepnocTaBnsieT LOCTyn K
REST API cepsuca Cinder

cinder-scheduler

Cinder Scheduler - cepswuc-nnaHu-
posuwuk Cinder

cinder-volume

Cinder Volume - oTBevaeT 3a B3au-
MogaewncTeme ¢ 63K3HAOM — 610YHBIM
YCTPOWCTBOM

cinder-backup

Cinder Backup - otBeyaet 3a co3pga-
HUWe pe3epBHbIX KOMUI1 TOMOB B 00b-
€KTHOM XpaHunuiie

nova-api

OTBeyaet 3a 06paboTKy BbI30BOB API
knneHToB Nova

nova-scheduler

Cepsuc-nnanupoBLymk. Monyyaer u3
oyepeau 3anpochl Ha 3anyck BUPTY-
asbHbIX MaLLWH U BbIOUpAET y3en ans
UX 3anycka
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Y3en CepBuc Onucanune

nova-conductor CepBwC BbICTYMaAET B KayecTBe nocpes-
HMKa Mexay 6a30i LaHHbIX M nova-
compute, NoO3BOMISAS OCYLLECTBASTH FO-
pY30HTaNbHOE MaclwTabupoBaHue

nova-consoleauth OTBevaeT 3a asTOpM3auuio Ang
novncproxy
Nova-novncproxy Bbictynaet B ponn VNC-npokcwm 1 no-

3BOSIET MOAK/YATBCS K KOHCOMU
BMPTyasbHbIX MAlWH MNpU MOMOLLM
6paysepa

neutron-server LleHTpanbHbI  ynpaBasioWwuii - KoM-
noHeHT Neutron. He 3aHumaeTtcs
HenocpeacTBEHHO MapLipyTM3aumei
naketoB. C OCTa/sIbHbIMU KOMMOHEH-
Tamy B3aMMOLENCTBYET yepes 6po-
Kepa coobuieHui

openstack-aodh-evaluator | Cepsuc, onpegenstowmii, cpabotan v
TpUrrep Npu AOCTUKEHUM METPUKAMM
3a[laHHbIX 3HAYEHWI B TeYeHMe onpe-
[leNIEHHOro U3MepsieMoro nepuoaa

openstack-aodh-notifier CepBuc, 3anycKatoLwWwuii Te AU UHble
LencTBug npu cpabaTbiBaHUM TpUr-
repa

openstack-aodh-Llistener CepBuc, onpenenstowmi, Koraa Tpur-
rep cpabotaet

gnocchi-metricd Cepsuc Gnocchi Metricd

gnocchi-api Otseuaet 3a API cepsuca Gnocchi

ceilometer-notification AreHT, OTNPaBNSIOLLMIA NO MPOTOKONY

AMQP MeTpuku cboplumky ot pas-
NINYHbIX CEPBUCOB

ceilometer-central AreHT, 3anyckaemblii Ha LeHTpanb-
HOM cepBepe AN 3anpoca CTaTuc-
TUMKM MO 3arpyske, He CBA3aHHOM C
3K3eMnagapamMun BUPTyanbHbIX MallnH
WU BbIYNCAUTENBHBIMU Y3/1TaMU

ceilometer-alarm-evaluator | Cepsuc, npoBepstowmii cpabatbiBa-
HUWe TPUIrepoB NpU AOCTUXKEHMU MET-
pUKaMun 3aaHHbIX 3HaYeHUM

ceilometer-alarm-notifier CepBuc, 3anycKaloWmit Te Un UHble
nencTeus npu cpabaTbiBaHUM TpwUr-
repa
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Y3en

CepBuc

OnucaHue

httpd

Be6-cepeep ans Horizon. Takxe Mo-
XEeT UCMonb30BaTbCs AN obecneye-
Hus paboTbl Keystone

heat-engine

OcHOBHOM  CepBMC  OpKecTpaLuy,
obecneunBarowmit 06paboTky wab-
NIOHOB M OTNpaBnswoWMiA  CobbITUS
nonb3osatensm API

heat-api

CepBuc, oTBeYawLWMI 33 npeno-
cTaBneHne ocHoBHoro REST API
Heat. Cepsuc B3aumMopencTsyetr c
openstack-heat-engine uepe3 BbI-
308bl RPC

heat-api-cfn

AHanornyeH npeabiayLieMy CepBucy,
Ho obecneunBaet paboty c API, cos-
MectumbiM ¢ AWS CloudFormation.
Takxe B3aMMoAencTByeT 4
openstack-heat-engine

CeteBoii y3en

network.test.local
192.168.122.220

neutron-openvswitch-agent

Openvswitch-agent - B3aumopneicT-
BYeT C neutron-server yepes Gpokep
coobuieHnii U otaaeT KomaHabl OVS
[Ns NOCTPOEHMS TabAMLbI MOTOKOB

neutron-l3-agent

CepBuc obecneunBaeT MapLipyTu3a-
umio M NAT, ncnonb3ys TEXHONOTMIO
CeTeBbIX MPOCTPAHCTB UMEH

neutron-dhcp-agent

Dhcp-agent - cepBuc oTBevaeT 3a
3anyck M ynpas/ieHWe npoLeccamm
dnsmasq

neutron-metadata-agent

Metadata-agent - [OaHHbI cepBuC
No3BONSET BMPTyasbHbIM MalUMHAM
3anpawnBaTb AaHHble 0 cebe, Takue
KaK MMS y3na, OTKPbITbIA Ssh-kntoy
LN ayTeHTUUKaLMK 1 ap.

neutron-lbaas-agent

Mopkntoyaemblit  Moaynb 6HanaHcu-
POBLLMKA Harpy3KkuM Kak cepeuca

openvswitch

Openvswitch — nporpaMMHblit KOMMy-
TaTop, UCNONb3yeMblid ANg NOCTpoe-
HUa ceTeil. He gBngetcs npoekTom
OpenStack, Ho ucnonb3yeTcs UM

haproxy

BbICTpbIM 6anaHCMPOBLUMK HarpysKu,
HaMMCaHHbIA Ha 43blke NpoOrpammu-
posanua C. Mcnonb3yetcs areHTom
neutron-lbaas-agent
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Y3en

CepBuc

OnucaHue

BbluncnutenbHble Y3Nbl

compute.test.local
192.168.122.210

compute-opt.test.local
192.168.122.215

nova-compute

Nova-compute - AeMOH, ynpasasto-
WMIA BUPTYanbHbIMKU MalUMHAMK Ye-
pe3 APl runepsu3opa

openvswitch

Openvswitch - nporpaMMHbIii KOM-
MyTaTop

neutron-openvswitch-
agent

Openvswitch-agent - B3aumogei-
CTBYeT C neutron-server yepes 6po-
Kep COOOLLEHNI U OTAAeT KOMaHAbl
OVS nna noctpoenus Tabnuupl no-
TOKOB

ceilometer-compute

AreHr, 3aI'IyCKaeMbII7I Ha BCEX BbIYUC-
NIUTENbHbIX Yy31ax onga c6opa cTatmc-
TUKU MO y3/1aM U 3K3eMnnapam Bup-
Tya/lbHbIX MallnH

MonwnTtop CEPH

cephl.test.local
192.168.122.11

ceph.service

Ceph monitors (MON) - nonnep-
KMBAeT MacTep-KOMu KapTbl CO-
CTOSIHMUS KnacTepa M MHGOpMaLMio
0 €ero TeKyLeM cocTosiHuu. Bee y3nbi
Knactepa oTnpasasioT MHdOPMaLMIo
MOHWUTOPaM 0 KaAOM M3MEHEHWUMU B
UX COCTOSIHWUM

Y3nbl xpaHenus CEPH
ceph2.test.local
192.168.122.12

ceph3.test.local
192.168.122.13

ceph.service

Object Storage Device (OSD) - otBe-
YaeT HEMOCPELCTBEHHO 33 XpaHEHUE
naHHbIX. O6bluHO oaMH aemMoH OSD
CBSI3aH C OOHWM OW3NYECKUM AMC-
KOM

Mpokey Swift

swl.lest.local
192.168.122.61

openstack-swift-proxy

Swift Proxy - oTBe4aeT 3a KOMMYHM-
Kaumio Swift ¢ knMeHTamu no npo-
Tokony HTTP/HTTPS u 3a pacnpege-
NeHue 3anpocoB Ha YTEHWE U 3anucb
Mexay y3namu

CepBep xpaHeHus
Swift

sw2.lest.local
192.168.122.62

openstack-swift-account

Swift Account - oTBevaeT 3a nog-
nepxkky 6a3 pgaHHbix SQLite, co-
nepxawmx MHOOpMaLmM 0  KOH-
TelHepax, AOCTYMHbIX KOHKPETHOM
YYeTHOW 3anucu

openstack-swift-container

Swift Container — oTBevaeT 3a noa-
LepXKKy 6a3 [LaHHbIX, COAepXKalinx
MHPopMaumo 06 obbekTax, umero-
LLMXCS B KQXA0M KOHTelHepe

openstack-swift-object

Swift Object - oTBevaeT 3a xpaHe-
HUWe, [OCTaBKy M yaaneHne o6beKToB
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Y3en CepBuc Onucanune
Cepsep xpaHeHus openstack-swift-account | Swift Account - otseyaet 3a nog-
Swift nepxky 6a3 paHHbix SQLite, co-

nepxawmx UMHOOpMaLMI O  KOH-
TeliHepax, [OOCTYMHbIX KOHKPETHOW
y4YeTHOM 3anucu

sw3.lest.local
192.168.122.63

openstack-swift-container | Swift Container — otBevaeT 3a noa-
LepKKy 6a3 [LaHHbIX, COAepXKalLmx
nHdopMaumio 06 obbekTax, Mmeto-
LLMXCA B KXKA0M KOHTelHepe

openstack-swift-object Swift Object - oTBeuaeT 3a xpaHe-
HUWe, [OCTaBKy W yaaneHne o6beKToB

[P-agpecanyio Bbl MOXeTe M3MEHUTD [0 CBOEMY YCMOTPEHMIO, He
OpMEHTUPYSICh Ha BBIOOp aBTOpa. IIpuBenmeHHbIe agpeca BbIOpaHbI
JIUIIb B KauecTBe Ipumepa. Takke ybeauTech, UTO BCe B3aMMOIEi-
CTBYIOIIYE BUPTyaIbHble MAIIMHbBI MOTYT pa3peliaTb MMeHa gpyT ApY-
ra. Mo>kHO MOAHSTH JTOKaJIbHbIM DNS-cepBep min, YTO HAMHOTO ITPO-
1ie, MpoIMcaTh Ha BCeX y3/1aX MMeHa B3aMMOAENCTBYIOUMUX ¢ HUMU
JlabopaTopHbIX MalluH B (aiin /etc/hosts. I[Ipumep 1J1s y3710B, UCITONb-
3yeMbIX B 3TOI KHUTE:

127.0.0.1 localhost localhost.localdomain localhost4 localhost4.
localdomain4

il localhost localhost.localdomain localhosté localhosté6.
localdomainé

192.168.122.200 controller.test.local controller

192.168.122.210 compute.test.local compute

192.168.122.215 compute-opt.test.local compute-opt
192.168.122.220 network.test.local network

192.168.122.11 cephl.test.local cephl

192.168.122.12 ceph2.test.local ceph2

192.168.122.13 ceph3.test.local ceph3

192.168.122.61 swl.test.local swl

192.168.122.62 sw2.test.local sw2

192.168.122.63 sw3.test.local sw3

MNMoaroroska CentOS 7 K ucnonb3oBaHUIo
anctpubytusa OpenStack RDO

IMpouecc nogroroBku u yctaHoBKM RDO Ha CentOS 7 He oueHb CUIIBHO
OT/INYAETCSI OT COOTBETCTBYIOIIUX NeMCTBUI OIS APYTUX TPOU3BOAHbBIX
RHEL.
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IlepBoe, UTO HEOOXOAMMO, — YCTAHOBUTH CaMy OIE€PALOHHYIO CH-
cremy. [IpearionaraeTcs, UTO 3TO He O/DKHO BbI3BATh 3aTPyIHEHUI Y
yutaTess. B kauecTBe BapMaHTa YCTAaHOBKM MOXKHO BbIOpaTh Minimal
mnu Server with GUI.

[Tocte yCTaHOBKY OIePaI[MOHHOI CUCTEMbI OGHOBUTE BCE YCTAHOB-
JIeHHbIe TTakeTbl KOMaH/I0i1

# yum -y update

Cnenyiomiee — 3TO mOoOaBjieHNE pPENO3UTOPUEB C IaKeTaMu
OpenStack ¥ JOMONMHUTENbHBIX TTAaKeTOB. HauHeM ¢ HEO6XOOMMOTo
penosutopust Extra Packages for Enterprise Linux (EPEL). TanHblit
Pero3suUTOPUIl COLEPKUT TMaKkeTsl, MpegHasHaueHHble a1 RHEL u ero
MIPOU3BOJHBIX, KOMM sBisieTcs CentOS. Kak rnpaBuio, Tam comepykaTcst
MaKkeThl, KOTOpbIe MPUCYTCTBYIOT B Fedora, HO KoTopbie KommaHus Red
Hat He BK/TIOUIM/IA B CBOJ ITPOMBINIUIEHHBIN 1UcTpubyTHB. B CentOS 310
MaKCUMaJIbHO YIIPOILEHO:

# yum -y install epel-release

[Mopxirouaem peno3uTopuii muctpubyta RDO:

# yum install -y https://www.rdoproject.org/repos/rdo-release.rpm

CentOS u Fedora s ympaBiaeHMs1 HACTPOMKaMM CeTU 10 yMoJT4a-
HUIO UCTIONb3YIoT cepBuc NetworkManager. OH peKpacHO MOAXOLUT
IUTSI HACTOJIBHBIX CUCTEM U JJ1s1 GONTBIIHCTBA TPYMEHEHMIT B KauecTBe
CpenCcTBa yIIpaBlIeHMs ceTblo cepBepa. OgHaKO B HACTOSALIMIT MOMEHT
OpenStack He mopmepxuBaet pabory ¢ NetworkManager. Iyt Kop-
PEeKTHOI paboThl ceTy HaM HeOoOXOIMMO MCIIONb30BaTh TPAAUIMOH-
Hble CKPUIIThI network.

Orxmouaem cepsuc NetworkManager 1 OTK/II04aeM ero 3aIycK I1oC-
Jie repe3arpysKku:

# systemctl stop NetworkManager.service
# systemctl disable NetworkManager.service

B xoudwurypanyonHsix aitnax cereBbix amarnrtepoB ifcfg-ethO u
ifcfg-ethl B mupexropun /etc/sysconfig/network-scripts/ Heo6xogumMo
nornpaButh napameTpbl NM_CONTROLLED u ONBOOT. Takke mipu
HeOoOXOOMMOCTM yb6eauTech, YTO 3aJaHbl CTAaTUUYECKME ITapaMeTpbl
TCP/IP u npaBunbHbIli MAC-agpec BUPTYaJbHOV ceTeBO KapTsl. [Ipu-
Mep daiina ifcfg-ethO moce pegakTpoBaHMsI:
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TYPE="Ethernet"
BOOTPROTO="none"
DEFROUTE="yes"
IPV6INIT="no"

NAME="eth@"

ONBOOT="yes"
HWADDR="52:54:00:30:2F:EF"
IPADDRO="192.168.122.200"
PREFIX0="24"
GATEWAY="192.168.122.1"
DNS1="192.168.122.1"
DOMAIN="test.local"
NM_CONTROLLED=no

Terepb MOKHO BKJIIOUMTh CEPBUC network:

# systemctl start network.service
# systemctl enable network.service

Ilanee nJis yIpoIIEeHMs OTJIAJAKM MbI OTKJIIOUMM CepBUC OpaHaMay3-
pa. Eciu BBI He IIaHMpyeTe OTK/IIYaTh OpaHAMaysp, TO CIIMCOK MC-
M0JIb3YEMBIX ITOPTOB MO YMOJYAHMUIO TIPUBENEH B MPUJIOKEHUU 3 B
KoHIle Kuuru. Haumuas ¢ CentOS 7 mo ymo/iuaHMIO BMECTO iptables
MCIonb3yercs firewalld:

# systemctl stop firewalld.service
# systemctl disable firewalld.service

BaskHO OTMETUTh, UTO TaKast KOHGUTYpAIMs He TIOOXOANUT IJIsI TIPO-
MBILIJIEHHOTO TIpMMeHeHus. Ha «60eBbIx» y3j1ax 6paHaMaysp JO/DKeH
ObITb 00s13aTeIbHO BKIIOYEH. [Ipy 9TOM B JTI060M C/Tyyae B KayecTBe
6paHaMayaspa He roaaepkuBaeTcs firewalld. Heo6xomyMo MCIONb30-
BaTh iptables. [logpo6Hee — MPOKOHCYIBTUPYIATECH C PYKOBOACTBOM
1o 6e30ITacHOCTH T10 afpecy http://docs.openstack.org/security-guide
content/. Ta ke peKoMeHalMsl OTHOCUTCS X K HACTPOKaM CUCTEMbI
MaHAATHOTO KOHTposis moctyna SELinux. B mpoMbliieHHON cpefe
TIpY UCIIONb30BaHMM Tpou3BoAHbIX RHEL Heo6X0omyuMoO yCTaHOBUTH
maket openstack-selinux:

# yum -y install openstack-selinux

ABTOpY, B CBOe BpeMms MOTPATHUBIIEMY MHOTO BpeME€HM Ha Mpo-
naragay SELinux u mepeBeiiieMy man-cTpaHMUIIbI OCHOBHBIX YTHU-
yuT SELinux gyst Fedora, RHEL 1 mpou3BOMHBIX, HEJIETKO JaliCh 3TU
CTPOYKH... HO /I yIIpOIeHNs OTIaAKM B YUeOHBIX IIeJISIX BbI MOKETE
oTKII0uMTh SELinux. [Ij1s1 3TOro Heo6X0AMMO OTPeIaKTMpPOBaTh daiia
/etc/sysconfig/selinux, 3aMmeHUB


http://docs.openstack.org/security-guide/content/
http://docs.openstack.org/security-guide/content/

38 <+ [nasa 2.Hactpoiika nabopatopHoro okpyxeHus OpenStack

SELINUX=enforcing

Ha

SELINUX=disabled

Ianee HEOOGXOAMMO TIPOCTO TIePE3arpy3uUTh CUCTEMY.

CepBucbl OpenStack 0OGBIYHO YCTAaHABIMBAIOTCS HA HECKOJIBKO OT-
JlelIbHBIX Y3JIOB, ¥ IIPU 3TOM BCe CUCTEMHbIE Yachl 3TUX Y3JI0OB JO/DKHbI
OBbITb CUHXPOHM3MPOBAHBL. [IJIsI 3TOTO B JIAGOPATOPHOM OKPYKEHUU pe-
KOMeHIyeTCs MCIT0/Ib30BaTh C1y>k0y NTP. YV Bac He GymeT rmpobiieM C CUH-
XpOHM3aLMel BpeMeH!, eC/ Bbl 3aITyCKaeTe BCe BUPTYyaIbHbIE MalllHbI
CTeHJla Ha OOHOM (M3MUECKOM CcepBepe, OTHAKO [Isl TIPOMBIIUIEHHO
aKCIUTyaTauumu cryk6e1 NTP Heo6xomymbl. MHOXKECTBO PasIMUHbBIX
npo6iieM ¢ GyHKIMOHMPOBaHEM cepBrcoB OpenStack MOXKET ObITh BbI-
3BaHO pasIMyMeM BpeMeHM Ha y3J1aX, BXOAAIIMX B 06/1ako. [Tpu 3Tom 3a-
YaCTYIO Bbl HE YBUAUTE OMMOOK B SKypHAIaX, M TaKMe MPOGIEMbI CJIOKHO
nuarHocTupoBath. B CetnOS 7'y Bac eCTb BBIOOP MEXAY UCTIONb30BAHUEM
ntpd 1M 6otee cOBpeMeHHOI peanusatyeir nemona NTP chrony:

# yum -y install ntp
# systemctl start ntpd.service
# systemctl enable ntpd.service

nin

# yum -y install chrony
# systemctl start chronyd
# systemctl enable chronyd

[To ymonuanuio 06a AeMOHa yKe HacCTPOEHbI Ha MCIIONIb30BaHME
BHEIIHUX MCTOYHMKOB TOUHOTO BpeMeHM serverX.centos.pool.ntp.org.
Ecin y Bac B opranusauum pasBepHyT cBoil NTP-cepBep mian oTCyT-
CTBYeT JOCTYIl B VIHTEpHET ¢ BUPTyalIbHbIX MallMH CT€HAA, TO OTpe-
oakTtupyire /etc/ntp.conf unu /etc/chrony.conf.

B ciryuae ntpd BaM HEOOGXOAMMO KaK MUHUMYM 106aBUTh B KOHDM-
TYpalVOHHbBIN (Qaita onmuum:

restrict 192.168.0.0 mask 255.255.255.0 nomodify notrap
server 127.127.1.0
fudge 127.127.1.0 stratum 10

Ha xnmeHTax COOTBETCTBEHHO HYXHO MCIIPaBUTh server Ha IP-
anpec cepsepa NTP B JIOKaJIbHO CeTU:

server 192.168.0.1
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[IpoBepUTh, UTO CMHXPOHM3AIMS BpPEMEHM paboTaeT C KIMEHTA,
MOSKHO ITpY TTOMOIIM KOMaH bl ntpq:

# ntpg -p
remote refid st t when poll reach delay offset jitter

*192.168.0.1 LOCAL(Q) 11 u 99 1024 377 0.275 -0.021 0.080

Iast yRa3aHust He06XOMMMOCTM OTPeIaKTPOBATh KOHPUIYPaL[MOH-
HBIi (hajia aBTOp B TEKCTE KHUTHU UCITOIb3YeT yTuanuTy crudini (http://
www.pixelbeat.org/programs/crudini/). IMsI yTUINTBI IIPECTABIISIET
cob6oit abbpeBuatypy Create, Read, Update, Delete miioc, coGCTBEH-
HO, K UeMy IIPUMMEHSIOTCS JaHHble omepauyu. YTwimra crudini mc-
I0JIb3YETCsl TOJIbKO I yoo6cTBa (OpMaTUPOBAHMS TEKCTA B KHUTE.
Bbi, 6€3yC/IOBHO, [I/IS peakTUPOBaHus GaitioB MOXKeTe UCIIO0Nb30BaTh
JII000J1 TEKCTOBBIN pemaKkTop.

Veranoska yruanTsl B CentOS mpom3BOgMUTCS KOMAHIOM

# yum -y install crudini

CuHTaKcuc KOMaH/bI, KOTOprf;I VICIIO/Ib3YeTCA B IIpMMEpPax KHUTU:

$ crudini --set /nyTb/K/KoHPUTYpaumoHHoMy/daitny CEKLUNA napameTp sHaueHue

Otnnuung RDO ot «Upstream»

Upstream, min, Kak MHOI[A TOBOPSIT MO-PYCCKM, UCIIONb3YS KaproH
«aTCTPUM», «BAHUJIbHBIN KOZ» BCJIEICTBME OTCYTCTBYS KOPOTKOI'O pyC-
CKOTO 3KBUBAJIEHTa, — 3TO KOJ, B KOTOPOM BefeTcsl pa3paboTka, Uiu
CTaOMIM3UPOBAHHBIN BEHIOPOHE3aBMCUMbIN KO Ha caiiTe MpoekTa.
B nesom RDO He comepskuT crienudpuueckux U3MEeHEHUN, U OTIUUNS
B OCHOBHOM CBOZSITCS K KOH(urypauyonHeiMm ¢aiiam. Hampumep,
RDO mocTaBinisieT ¢aiibl ¢ HACTPOVKaMM 110 YMOJYaHUIO B /ust/share/
umMsi_cepBuca/ums_cepsuca-dist.conf. Hampumep, /usr/share/nova/
nova-dist.conf mnu /usr/share/cinder/cinder-dist.conf.

Kak yctaHoButb OpenStack RDO oaHo#
KOMaHAo0Mn?

ABTOp KHUTY TIPEATIONATAEeT, UTO BbI LIAT 32 [IaTOM ITpOiiieTe BCIe 3a
aBTOPOM IO ITYTU PYUYHONM YCTAHOBKM U HACTPOJKM KOMIIOHEHTOB. DTO
TT03BOJIMT BaM JIyYIlle pa3obpaThcsi ¢ TeM, Kak paboraeT OpenStack u kak
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CBsI3aHbI MeXy 06071 OTHe/bHbIe ero yacTu. OJHAKO €C/IM Bbl XOTUTE
OBbICTPO TIOTYYNUTh PAOGOTAOIIYIO BUPTYAIbHYIO MAIIMHY C YCTAHOBJIEH-
HbIMM KommioHeHTamu OpenStack RDO, Bbl MOkeTe BOCIIOMb30BATHCS
yruntoii Packstack. YTuamura ucmonb3yeT ajist cBoeit pabotsl Puppet
¥ TI03BOJISIET YCTAHOBUTD BCe KOMIIOHEHTHI Ha ofuH y3es. Packstack He
NpefHa3HayeH [Jis pa3BepThIBaHMS IPOMBILUIEHHBIX CPeJl M peKOMeH-
IyeTCs TONbKO JIJIST yCTAHOBKY J1a60PATOPHOTO OKPY>KeHMSI.

Bam moTpebyeTcs BMpTyadbHas MalllMHA, MMOATOTOBJIEHHAs B CO-
OTBETCTBMM C MHCTPYKLMSIMM MpeNbIoyliero paszgena. YCTaHOBUTE
Packstack:

# yum install -y openstack-packstack

[anee MOXXHO OTZATh KOMaHIy packstack € KIOYOM --allinone,
HO JIy4Ille TIOATOTOBUTH (haiiyl OTBETOB, B KOTOPOM MOKHO YTOYHUTH
rapaMeTpsl ycTaHOBKU. CreHepupyeM I1a6y10H ¢aiiia OTBETOB:

# packstack --gen-answer-file ~/myfile.txt

Ilasiee MOKHO OTKPBITh IOJYYEHHbI TEKCTOBBIN (aiia u mpyu Heo6-
XOOMMOCTY U3MEHUTh omnuuy ycraHoBkM OpenStack. ®aiin comepskut
KOMMEHTapUM, ¥ B HEM TOCTATOYHO ITPOCTO Pa3o6paThcsl. ABTOP Ipe-
JlaraeT Kak MUHUMYM M3MEHUTD CJIeIyIolye TTapaMeTpbl:

CONFIG_DEFAULT PASSWORD=openstack
CONFIG_KEYSTONE_ADMIN_PW=openstack
CONFIG_KEYSTONE_DEMO_PW=openstack

TeM caMbIM Bbl yKaxkeTe Iapojb [0 YMOJYAHUIO [JISI CePBUCOB,
mosib3oBaresst admin 1 demo, a Takke HeEOOXOAVIMOCTh VCIIOIb30Ba-
Hus pertoduTopus EPEL. Tenepb 0CTamoCh BHIMOJIHUTD KOMaHY:

# packstack --answer-file ~/myfile.txt

Yepes 15-30 MUHYT, B 3aBUCUMOCTH OT XapaKTePUCTUK J1abopaTop-
HOTO OKPYK€HIsI, BCe CePBMCHI OYIAYT HacTpoeHbl. Bo Bpemst paboThI
YTWINTA BbIIAET COOOIIEHMS O X0e paboThI:

Welcome to the Packstack setup utility

The installation log file is available at: /var/tmp/packstack/
20180305-124302-12vnoU/openstack-setup. Log

Installing:
Clean Up [ DONE ]
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Discovering ip protocol version [ DONE ]
Setting up ssh keys [ DONE ]
Applying Puppet manifests [ DONE ]
Finalizing [ DONE ]

**¥%¥% Tnstallation completed successfully ¥¥¥¥xx

Additional information:

* Time synchronization installation was skipped. Please note
that unsynchronized time on server instances might be problem for
some OpenStack components.

* File /root/keystonerc_admin has been created on OpenStack
client host 10.0.2.11. To use the command line tools you need to
source the file.

* To access the OpenStack Dashboard browse to http://10.0.2.11/
dashboard .

Please, find your login credentials stored in the keystonerc_admin
in your home directory.

* The installation log file is available at: /var/tmp/
packstack/20180305-124302-i2vnoU/openstack-setup. log

* The generated manifests are available at: /var/tmp/
packstack/20180305-124302-i2vnoU/manifests

[Ipu moBTOpHOM 3amycke Packstack mbiTaeTcsi 06HOBUTH KOHGM-
rypaiuio. Tak 4To B cyyae Ipo6aeM MOKHO MPOCTO Iepe3anyCTUTh
KoMaHpy. [Ijist Togpo6GHOro BhIBOAA MPY HEOOXOAMMOCTM MOXHO J0-
6aBUTh OMIIMIO -d.

[Tpu XelaHUM MOXHO PasHECTM POJIM IO pasHbIM cepBepam. [Ijis
yKa3aHMs CeTeBOTO y3J/1a VICIIONb3YeTCsI TapameTp:

CONFIG_NETWORK_HOSTS=IP-anpec

st YKa3aHMA BbIYMCIMTE/IIbHBIX Y3J/I0B — IIapaMeTp:
CONFIG_COMPUTE_HOSTS=IP-aapec

B o6oux ciyuasx uyepes 3arsITyi0 MOXHO JT00aBUTh HECKOIbKO IP-
ampecoB. B Tabs. 2 mpuBeIeHbl HEKOTOPbIE APYTYE YaCcTO UCIIOTb3ye-
Mble MapameTpsl daitia orBeToB packstack.

Tabnuua 2. MapameTpbl dhaina otBeToB packstack

Mpumep napamertpa Onucanue

CONFIG_<umsi_komnoHeHTa>_INSTALL=y |YctaHaBauBaTh TOT UM MHON KOMMOHEHT
OpenStack. Hanpumep, CONFIG_HEAT_
INSTALL=y o3HayaeT HeobxonMMOCTb
yCTaHoBUTb Heat
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Mpumep napamertpa

OnucaHue

CONFIG_DEFAULT_PASSWORD=password

Maposb Mo YMONYaHMo A5 BCEX CEPBUCOB

CONFIG_NTP_
SERVERS=192.168.1.1,192.168.1.2

Cnncok NTP-cepsepoB

CONFIG_CONTROLLER_
HOST=192.168.122.200

Y3en, Kyfa yCTaHaBAMBAKOTCS ynpaBnsio-
wye cepsucbl OpenStack

CONFIG_COMPUTE_
HOSTS=192.168.122.200

Y3nbl, Kyga YyCTaHaBNMBAKOTCS CeTeBble
cepsucbl OpenStack

CONFIG_NETWORK_
HOSTS=192.168.122.200

Y37bl, UrpatoLume ponb rMnepB13opos

CONFIG_AMQP_BACKEND=rabbitmq

Kakas cnyx6a BbiCTynaer B KayecTBe
6pokepa AMQP. O6biuHo 310 RabbitMQ

CONFIG_USE_EPEL=y

Mcnonb3oBaTb  penosuTopuit Extra
Packages for Enterprise Linux. Heobxo-
OMMO 33a4aTb «y», €C/M WCMOMb3YTCs
npoussogHble oT auctpubytmea RHEL
(CentOS, Oracle Linux 1 nono6Hsble)

CONFIG_KEYSTONE_ADMIN_PW=password

Maponb nonb3osatens admin

CONFIG_KEYSTONE_DEMO_PW=password

Maponb nonb3oBatens
yCTaHOB/EH napameTp
PROVISION_DEMO=y)

demo (ecnn
CONFIG_

CONFIG_GLANCE_BACKEND=file

[ne xpaHsaTcs obpasbl cnyxkbbl Glance
(monyctnmbl BapuaHTbl: file nam swift)

CONFIG_CINDER_BACKEND=1lvm

Y10 ncnonb3yeTcs B Ka4ecTBe MecTa Xpa-
HeHns uHbopMaLmKn, NpeaocTaBaseMon
cepsucom Cinder (ponycTMMbl BapuaHTbI:
lvm, gluster, nfs, vmdk u netapp)

CONFIG_CINDER_VOLUMES_CREATE=y

Cospasatb s rpynny LVM ans Cinder.
Ecnn pa, To packstack cospact daiin B
/var/lib/cinder u CMOHTUpYeT ero Kak
loopback-ycTpovictso

CONFIG_CINDER_VOLUMES_SIZE=20G

Pasmep rpynnbl LVM

CONFIG_SWIFT_STORAGE_SIZE=2G

Pasmep loopback-cdaitna gns xpaHeHus
obbekToB Swift

CONFIG_PROVISION_DEMO=y

Co34aTb TECTOBbIM NPOEKT M MONb30BaTe-
na demo
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Kak yctaHoButb OpenStack oaHom
KOMaHA0M U3 UCXOAHbIX KOAOB?

Btopoit crioco6 mpemmonaraet ycraHOBKY OpenStack m3 MCXOmHBIX
KOIOB ¥ IMOAXOOuUT He Toibko 4y CentOS/Fedora, Ho u mig Ubuntu,
OpenSUSE u TeopeTunuecku Ijis 1106010 QucTpmuoyTrBa. [IJIs 3TOTO Mbl
BOCITONb3yeMcsl Habopom ckpunToB DevStack (http://devstack.org/).
O6paTuTe BHMMAaHMe, YTO MMHMMAIbHO HEOOXOIMMBbIii 00beM oIlepa-
TUBHON TaMSITH JIJIs BUPTYaJbHOI MalIuHbI — 4 I'6.

VcranoBum Git u ckauaem DevStack:

# yum -y install git

# git clone https://github.com/openstack-dev/devstack.git /opt/devstack/
Cloning into '/opt/devstack'...

remote: Counting objects: 35834, done.

remote: Compressing objects: 100% (21/21), done.

remote: Total 35834 (delta 8), reused O (delta 0), pack-reused 35813
Receiving objects: 100% (35834/35834), 10.76 MiB | 2.55 MiB/s, done.
Resolving deltas: 100% (25014/25014), done.

[ajiee Tpyu IMOMOIIM CKpUIITA create-stack-user.sh CO3maauUM
[10JIb30BaTe/s U Ipymiy stack:

# cd /opt/devstack/
# chmod u+x tools/create-stack-user.sh
# ./tools/create-stack-user.sh

Creating a group called stack
Creating a user called stack
Giving stack user passwordless sudo privileges

Terepb M3MEHMM BIAENblIA TUPEKTOPUM U TIEPEKTIOUMMCS TIOf,
HOBOTO TI0Tb30BaTES:

# chown -R stack:stack /opt/devstack/
# sudo -i -u stack
$ cd /opt/devstack/

Ilanee Hy>KHO B gupekTopuu devstack cosgats ¢aiin local.conf. ITpu-
Mep MUMHMMAaIbHO AoCTaTouHOro ¢aiiia local.conf mpuBeneH Hiske:

[[local|localrc]]
ADMIN_PASSWORD="openstack"

SERVICE_PASSWORD="openstack"
SERVICE_TOKEN="openstack"


http://devstack.org/
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MYSQL_PASSWORD="openstack"
RABBIT_TOKEN="openstack"
RABBIT_PASSWORD="openstack"
SWIFT_HASH=s@M3hashlsh3r3

disable_service n-net

enable_service
enable_service
enable_service
enable_service
enable_service
enable_service

neutron
g-svc
g-agt
g-dhcp
g-13
g-meta

HOST_IP=192.168.122.200

enable_service
enable_service
enable_service
enable_service
enable_service
enable_service
enable_service

enable_service
enable_service

SWIFT_REPLICAS=

ceilometer-acompute
ceilometer-acentral
ceilometer-anotification
ceilometer-collector
ceilometer-alarm-evaluator
ceilometer-alarm-notifier
ceilometer-api

heat h-api h-api-cfn h-api-cw h-eng
s-proxy s-object s-container s-account
1

LOGFILE=/opt/stack/logs/stack.sh.log
SCREEN_LOGDIR=/opt/stack/logs

Ocrasioch TonbKO B Aupekropun devstack samyctuTb ckpunr stack.
sh. B 3aBMCMMOCTH OT MPOM3BOAUTENHHOCTY BUPTYaIbHOI MAIIVHbI 1
CKOPOCTM JocTyna B VIHTEpPHET YCTaHOBKA MOXET 3aHSITh OT AeCsiTKa
MMHYT [0 Tiosydaca. [IpymMep BbIBOJA YTUIUTBI IPU YCIIELTHOM 3aBep-
IIeHNM TIpolLiecca:

DevStack Component Timing

Total runtime 4185
run_process 110
test_with_retry 5
pip_install 474
restart_apache_server 11
wait_for_service 24
yum_install 837
git_timed 350




KD

Kak onpepenurb, kakyto Bepcnto OpenStack st ucnonbayto? < 45

This is your host IP address: 192.168.122.200

This is your host IPv6 address: ::1

Horizon is now available at http://192.168.122.200/dashboard
Keystone is serving at http://192.168.122.200/identity/

The default users are: admin and demo

The password: openstack

Kak onpepenutb, Kakylo Bepcuio
OpenStack a ucnonbsyio?

o penmsa Liberty Bce kommoneHnTbl OpenStack, kpome Swift, umenn
e[VHYIO BepCcuIo Buaa «rog.mecsuy». Hanpumep, mias Kilo — 2015.1.x.
Haumuast ¢ Liberty Kakmplii KOMIIOHEHT MMeEET CBOIO BEpCUIO, THe
repBas mudpa ocraeTcsl IOCTOSTHHONM B paMKax penusa. OnpenennTb
BEPCHIO YCTAHOBJIEHHOTO IUCTPUOYTMBA MOKHO HECKOJIBKMMMU CITOCO-
6aMu, HaTlpuMep KOMaHIaMu keystone-manage WM nova-manage C
OIMIIMe --version.
[Tpumep BBIBOAA J1s1 Queens:

$ keystone-manage --version
2015.1.0

$ nova-manage --version
2015.1.1

[Ipumep BoiBOAA mJ1st Newton:

$ keystone-manage --version
10.0.0

$ nova-manage --version
14.0.0

[Tpumep BBIBOAA 151 Queens:

$ keystone-manage --version
13.0.0

$ nova-manage --version
17.0.0

B Be6G-unTepdeiice Horizon Bepcuio MOXHO YBUIIETb Ha BKJIAJIKe
Admin - System Information B npaBom HukeM yriy. [IpuMep cHUMKa
C 5KpaHa npuBeleH B aBe 11 Ha puc. 11.3. ConocraBieHrie HOMePOB
BepCUii ¥ MMEH Penn30B MOXKHO OIPee/IATh IT0 CChIJIKaM CO CTPaHMILbI
Wiki - http://releases.openstack.org/.
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YcTaHOBKa M HaCTpoMKa bpokepa
Ccoo6LEeHnI

BepHemcs Kk Hamemy cTeHAy. B ganpHelinieMm, paccMaTpuBasi Kax-
nbiii cepBuc OpenStack, B Havase miaBbl aBTOP OyAeT MPUBOAUTH
«KapTOUKy cepBuca» B KauecTBe CIpaBKu. [IpuBenemM mpumep s
RabbitMQ:

HaszBaHue: RabbitMQ

HasHaueHue: 6pokep coobuweHnin nporokona AMQP

CanT: https://www.rabbitmg.com/

[NakeT: rabbitmg-server

MMsa cepsuca: rabbitmg-server.service

MopTbl: 5672/tcp (amgp) n 5671/tcp (amgps)
KoHdurypaumoHHsle dannel: /etc/rabbitmg/rabbitmg.config

OmHO U3 TpeIBapUTeIbHBIX TPeOOBAHMI ITepe HaYaIOM YCTaHOBKM
KomIioHeHTOB OpenStack — Hasmume paboTaloliero 6pokepa cooobie-
HUit. Bpokep coobIIeHMIT MCITONb3YeTCsI AJIs1 KOOPAVMHUPOBAHMS oIlepa-
umit 1 obmMeHa MHbopMalueit mexxny cepsucamu OpenStack, Takumu
Kak Glance, Cinder, Nova, OpenStack Networking, Heat 1 Ceilometer.
Kak mpaBuito, 6pokep cooOIe i yCTaHABIMBAETCS Ha YIIPaBISIONIeM
y3Jie BMeCTe C OCTaJbHbIMM yIpaBisiomymMmu cepBucamu OpenStack.
O6MeH COOOIIeHMSIMM MEKAY KOMITOHEHTaMM ITPOMU3BOAMTCS T10 MPO-
Tokory AMQP (Advanced Message Queuing Protocol). CoBMecTHO ¢
OpenStack MOKHO MCITO/Ib30BaTh HECKOIBKO KOHKPETHBIX pean3aliuii
AMQP, manipumep Apache Qpid mau ZeroMQ.

B kHure mpepronaraeTcsl UCIojab3oBaHue 6pokepa RabbitMQ, ko-
TOPBI TI0 YMOTYAHUIO IIPUMEHSIETCST B OOBIIMHCTBE IUCTPUOYTUBOB
OpenStack. Madopmanusi 0 ToOM, KaK HACTPOUThH APyrue GPOKepsl,
NpuBeaeHa Ha caiite OpenStack B pa3gene qOKyMeHTaLVIA.

RabbitMQ nHamucaH Ha s3bIKe MporpamMmupoBanus Erlang — GyHK-
[MOHAJIBHOM SI3bIKEe IPOTPaMMMPOBAHMS, pa3paboTaHHOM KOMIIa-
Hueii Ericsson. Erlang 6bI1 BhIOpaH KakK SI3bIK ITPOrpaMMMPOBAHMSI,
MTOCKOJIbKY XOPOIIO TOAXOONUT IJISl CO3MaHMUSI BHICOKOHAMEXKHBIX pac-
MpefeIeHHbIX BIUMCIUTEIbHBIX CUCTEM.

VcraHaBnuBaeM IakeTbl RabbitMQ, 3ammyckaemM cepBUC M HACTpau-
BaeM aBTOMAaTHYECKUIT CTapT IMOCIe ITepe3arpysKu:

[root@controller ~J]# yum -y install rabbitmg-server
[root@controller ~]# systemctl start rabbitmg-server.service
[root@controller ~]# systemctl enable rabbitmg-server.service
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Ayrentudmkanuio B RabbitMQ MOXXHO HACTPOUTH ABYMS CITOCO-
6amMu: C MCIIOJNIb30BAaHMEM MIMEHM U Taposst SASL-ayTeHTHGUKALN
(Simple Authentication and Security Layer), obecrieunBaemoii ¢ppeiim-
BopkoMm Erlang, u nipu nomoiu ceptudukatoB u SSL. MbI 6ymem uc-
M0JIb30BaTh II€PBbIN BApMAHT, IPMYEM JJ151 yIIPOLIEeHMs HaCTPOIKM BCe
cepBMChI OYIyT paboTaTh MO, OMHMM I10/Ib30BaTesieM RabbitMQ. Baxk-
HO OTMETUTh, UTO Takasi KOHPUTrypauus: He MOIXOAUT JJIST TTPOMBIIII-
JIEHHBIX BHEpEeHUIA.

[To ymomuanuio B RabbitMQ paspemiens! nBa Metoga SASL-ayTeH-
tudukauym: PLAIN u AMQPLAIN (aecrangmaptHasi Bepcusi PLAIN).
Taxoke 10 yMOTYaHMIO CO3/4aH M0Ib30BaTeNb guest, KOTOPOMY T10 YMOJI-
YaHUIO 3a0JI0KMPOBAH YAAIeHHbI JOCTYII.

MOXHO MONTM IOBYyMSI IyTSIMU. [lepBblii — 3TO MCIIOJb30BaTh
CYLIeCTBYIOIIEro Moab30BaTessd guest. [l 3TOro moMeHsiemM ero mna-
posib. B KauecTBe mapos Ijs BCeX CepPBMCOB M YUYETHBIX 3aIuceli B
3TOII KHUTe Oy[eT UCIOoab30BaThcst openstack. Ipu sxkenaHum BbiGe-
puTe 6ojiee CIOXKHBIN Wiy 6ojiee MPUBBIYHBIN )i ce6sl «I1apoJib 10
YMOTYaHUIO» !

[root@controller ~]# rabbitmgctl change_password guest openstack
Changing password for user '"guest'
...done.

Bropoe fieiicTBMe, KOTOPOE HEOOXOAMMO CIeNaTh C MOJIb30BATEIEM
guest, — 3TO pa3peunuTb eMy yIaJleHHbIi OCTYII. [T0 yMOIYaHUIO TTOJTh-
30BaTe0 guest 3ampelnieHo MOAK/IIUAThCS MHauve, Kak ¢ loopback-
nHTepdeiica. Heobxomumo cosmath aiin /etc/rabbitmg/rabbitmg.
config co cyiemyoIMM COIePXKUMbIM :

[{rabbit, [{loopback_users, []}]}].

HOCHequOCHQHYGTHQPEBHHYCTMTBCepBMCZ

[root@controller ~]# systemctl restart rabbitmg-server.service

HpOBepI/ITb COCTOsAHME cepBMCa MOXKHO KOMaH,E[OVIZ

[root@controller ~]# rabbitmgctl status

Status of node rabbit@controller ...

[{pid, 1150},

{running_applications, [{rabbit, "RabbitMQ","3.6.5"},
{mnesia,"MNESIA CXC 138 12","4.14.3"%},
{os_mon,"CPO CXC 138 46","2.4.2"%},
{rabbit_common,[],"3.6.5"},
{xmerl,"XML parser","1.3.14"},
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{ranch, "Socket acceptor pool for TCP
protocols.","1.2.1"3},
{sasl,"SASL CXC 138 11","3.0.3"},
{stdlib,"ERTS CXC 138 10","3.3"},
{kernel,"ERTS CXC 138 10","5.2"3}13},
{os,{unix, linux}},
{erlang_version, "Erlang/0TP 19 [erts-8.3.5.3] [source] [64-bit]
[async-threads:64] [hipe] [kernel-poll:true]\n"},
{memory, [{total,42765952},
{connection_readers,@},
{connection_writers,@},
{connection_channels,@},
{connection_other,07},
{queue_procs, 26887},
{queue_slave_procs,0},
{plugins, @},
{other_proc,17355776%,
{mnesia, 58976},
{mgmt_db,07%},
{msg_index, 391763},
{other_ets, 9197607},
{binary, 190163},
{code,17749737%,
{atom,752561%,
{other_system,58682623}17%,
{alarms,[]3},
{listeners, [{clustering,25672,"::"},{amgp,5672,"::"}]3},
{vm_memory_high_watermark,90.4},
{vm_memory_limit,1261810483},
{disk_free_limit, 50000000},
{disk_free,52476706816%,
{file_descriptors, [{total_limit, 924},
{total_used, 2},
{sockets_limit, 8293},
{sockets_used,03}]3},
{processes,[{limit,1048576%},{used,137}1},
{run_queue, 0},
{uptime, 2023},
{kernel,{net_ticktime,603}}]

BTopoii criocob6 — 3T0 06aBUTH CITEMabHOTO IT0Ib30BaTeIsl, KOTO-
poro 6yzeM MCIOIb30BaTh IS HACTPOIKY cepBucoB OpenStack:

[root@controller ~]# rabbitmgctl add_user openstack openstack
Creating user "openstack"
...done.

B manHOM cTyuae Mbl J0OaBWIIM IT0JIb30BaTe ST openstack ¢ maposiem
opentsack. Tereps JaguM 3TOMY I10/Ib30BaTeII0 IIpaBa Ha HACTPOJIKY,
YTeHMe ¥ 3aIMCh:
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[root@controller ~]# rabbitmgctl set_permissions openstack ".*"
noxn o onoxn

Setting permissions for user "openstack" in vhost "/"
...done.

B kHUre Ij1s1 HACTPOJKM BCEX CEPBMCOB Mbl OyIE€M MCIIOJNb30BaTh
MMEHHO 3TOrO I0/Ib30BaTesis openstack. [I[pocMOTpeTh CIMCOK IT0JTb-
30BaTesieli MOKHO KOMaHI0M

[root@controller ~7]# rabbitmqgctl list_users
Listing users

guest [administrator]

openstack []

...done.

o6aBsITh MOB30BATENEN Y ITPOCMATPUBATH MHGOPMAIHIO 0 pabo-
Te GpoKepa MOKHO uepe3 yno6HYI0 rpadMyecKyio KOHCOJb, OCTYITHYIO
yepe3 MexaHu3M plug-in. [IJiss akTUBaIMy KOHCOIM BKJIIOUNUTE TIO[-
KJI0YaeMblil MOZYJ/Ib rabbitmg_management U repesanyCcTUTe CEPBUC:

[root@controller ~]# /usr/lib/rabbitmg/bin/rabbitmg-plugins enable
rabbitmg_management
[root@controller ~]# systemctl restart rabbitmg-server.service

Hanee 3axomum OpaysepoM Ha mopT 15672. Kak BbIISAUT Be6-
KOHCOJIb, TIOKa3aHO Ha puc. 2.2. Eciu BbI OCTaBUIM BKIIOUEHHBIM
SELinux, To HEO6XOAMMO TTOPTY IIPUCBOUTD TUIT amgp_port_t. Takke
€IV BbI XOTUTE MMOAKIIIOUaThCS K KOHCOM YAAJIeHHO, T0OaBbTe B KOH-
durypannio 6paHaMayspa COOTBETCTBYIOIIEe ITPaBUIIO IJIs tep-TmopTa.

MoskHO oTMeTuTh, 4TO OpenStack HecuJIBHO Harpyskaet Gpokep
COOOIIEeHNT ¥ He pacchllaeT MIMPOKOBEIIaTebHBIX COOOIeHmit. s
KaskKIOTOo CepByCca CO3AaeTCst OHa OUepeIb COOBIIEeHMIA TITI0C OIHA [T0-
TIOJTHUTETbHAS.

Eciu ganee Bac MHTepecyeT 6oJiee TeCHOe 3HAKOMCTBO ¢ RabbitMOQ,
TO Ha cajiTe IMIPOEKTa HaXOASITCS TOAPOGHBIE CTATbU, TPOCTO U TOXOIUM -
BO paccKasbIBaolie o MpuMeHeHun 6pokepa: http:/www.rabbitmg.
com/getstarted.html. ITpu BHegpeHun RabbitMQ Takske 6ymyT 1moses-
HBIMM ellle JBe CChUIKU: PYKOBOACTBO IO CETeBOMY B3aMMO/IEliCTBUIO
http://www.rabbitmg.com/n ¥ CIICOK OCHOBHBIX [€JiCTBUII TIepe] BBO-
nmom RabbitMQ B skcrutyaTamuio http://www.rabbitmg.com/p.

Ellle Hy’KHO OTMETUTb, UTO B MTPOMBIIIIEHHBIX MHCTALISILIVSX HEOO-
XOAVIMO 00€eCITeUYMTh BBICOKYIO OCTYITHOCTh CEpPBICA, UTO Yallle BCero
neyaeTcst cpencTBamMu camoro RabbitMQ.
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http://www.rabbitmq.com/networking.html
http://www.rabbitmq.com/production-checklist.html
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RabbitMQ Management - Mozilla Firefox
kb RabbitMQ Manage... x Y&

test.local. v | ¢ ||Qsea wB @ ¥ A S =

. User: guest Log out
d | t Cluster: rabbit@controller (change)
RabbitMQ 3.3.5, Erlang R16803-1
m Connections Channels Exchanges Queues  Admin

Overview
Totals
Queued messages (chart: last hour) (?

5.0 Ready 4 msg

4.0
3.0 Unacknowledged 0 msg
20
10 Total M4 msg
0.0

20/s Publish 1.8/s
e Confirm 1.8/s
Deliver M 1.8/s

o5s
15:20 15:30 15:40 15:50 16:00 16:10 Acknowledge M 1.8/s

Global counts (2,

Connections: 113 Channels: 113 Exchanges: 58 Queues: 110 Consumers: 152
Nodes
Name File descriptors (?)  Socket descriptors (7)  Erlang processes Memory Disk space uptime Type
rabbit@controlier . 134 . 114 15290 . 108MB 45GB Sh11m Disc Stats *

Ports and contexts

Listening ports

Protocol | Boundto  Port
amap = 5672
clustering | :: 25672

Puc. 2.2. Be6-koHconb RabbitMQ

YcTaHOBKA M HacTpPoOMKa 6a3bl AaHHbIX

IMpakTuueckn Bce cepBuchl OpenStack McIionb3yooT 6a3y JaHHBIX. Ya-
me Bcero ¢ OpenStack ommceiBatoT pabotsl MariaDB mau MySQL, B
3TOIt KHUTe MbI ITOCTYIMM TaK ke. YcTaHaB/AuBaeM MmakeTsl MariaDB u
KIIMEeHTCKYI0 616mmoTeky PyMySQL:

[root@controller ~]# yum -y install mariadb-server python2-PyMySQL

B OpenStack Liberty n panee pero3utopuyu RDO He comepskanu ma-
Keta PyMySQL, mosToMy Ipu HaCTpOIiKe MCITOMb30BaIach OMbIMoTeKa
MySQL-Python. CooTBeTCTBEHHO, CTPOUYKA MOAKIIOUEHNUS CEPBUCOB K
6a3e JaHHBIX BBIIVIsAAENa Kak «mysql://».
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Co3gaemM KOHGUIypauMOHHBIN ¢aiin /etc/my.cnf.d/openstack.cnf
CIeIYIONIETO BU/IA:

[mysqld]
bind-address = 192.168.122.200

default-storage-engine = innodb
innodb_file_per_table = on
max_connections = 4096
collation-server = utf8_general_ci
character-set-server = utf8

B onuyn bind-adress Mbl ykasbiBaem IP-anpec Haliero KOHTPOII-
Jiepa. 3aryckaeM ¥ BKIouaem 6a3y maHHbIX MariaDB:

[root@controller ~]# systemctl enable mariadb.service
[root@controller ~]# systemctl start mariadb.service

3amyckaeM CKpuUnT mysql_secure_installation, KOTOpbIT B TOM
yyciie 3a1aeT Mapoib agMUHUCTPaTOpa 6a3bl JAHHBIX:

[root@controller ~J# mysql_secure_installation

HpOBepI/ITb TO, YTO CepBUC pa60TaeT, U TIOJTYYUTDb 6330By10 CTaTucC-
TUKY MO>XHO KOMaH,I[OIZZ

[root@controller ~J# mysqladmin -uroot -popenstack status

Uptime: 3318 Threads: 21 Questions: 33979 Slow queries: @
Opens: 123 Flush tables: 2 Open tables: 149 Queries per second
avg: 10.240

MNepexop Ha UCNONb30BaHME YTUIUTDI
OpenStackClient

OngHO M3 M3MeHEeHMI! B YeTBepTOM M3AAHMUM KHUTH, IO CPaBHEHUIO
C TIpeAbIOyIMMM, — WCIIOAb30BaHMe KIMEHTa KOMAaHIHOM CTPOKMU
openstack BMeCTO OTHeNbHBIX HE3aBUCUMBIX yTUIUT. B mapre 2015
roja CIMCOK O(PUIMaIbHBIX MPoeKToB OpenStack MOMOMHWMIICS elle
omHMM TipoekToM — OpenStackClient. YTuwinTa KOMaHIHOM CTPOKU
openstack mpezncTaBisieT co60ii emuHbIN YHUOUIIMPOBAHHBIA KIUEHT
onst mocryna K OpenStack API. B menom OpenStackClient mosBosisi-
eT JIeJIaTh TO K& camoe, YTO M YTUIUTBI KaKIOro cepBuca (KOMaH/IbI
keystone, nova, neutron u Ap.), HO IpY MOMOIIY €IMHOW KOMaH/Ibl U
YHUPUIMPOBAHHOTO hopMaTa.
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KomaH[ibl CTPOSITCS 10 IPUHITUITY: B3SITh 00BEKT 1 1 ITPOU3BECTU HAJ,
HUM JIeiiCTBMe Py oMoy oo6bekra2. KomaHma openstack help -h
BbIBEJIET MOACKA3Ky M0 KOMaHAaM, UM MOXKHO BBeCTU help B MHTep-
aKTUMBHOM pexuMe. B MHTepakTUBHOM pekume MpuUI/IallieHne MeHs-

eTrcs Ha (openstack):

[root@controller ~7]# openstack
(openstack) help

Application commands (type help <topic>):

aggregate add host ip fixed remove server rescue
aggregate create ip floating add server resize

aggregate delete ip floating create server resume

Tem He MeHee TpagMIMOHHBIE KOMaHAbI (KpoMe keystone) Takxke
paboTaroT, U MPY KeJIAHUY BbI MOXKETE TMOb30BaThCS UMU. [JOKYMEH-
Tauus Ha caiite OpenStack Hauama MeHSITbCS, TIepexo/ist Ha MCIIOb-
30BaHMe KoMaHbl openstack, HaumHas ¢ pennsa Kilo. BoabmmHCTBO
PYKOBOZCTB, CTaTeil B VHTepHeTe, ueil BO3pAaCcT paHee CepeaVHbI

2015 roma, He UCHoONAb3yeT KIMEHTa openstack.
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CepBuc ngeHtudpukaumu
Keystone

HasBaHue: OpenStack Identity (Keystone)

HasHauyeHve: cepBuC ayTeHTuPMKaALMM M KaTaNoT

MNakeT: openstack-keystone

MMs cepBuca: httpd.service (paHee openstack-keystone.service)
MopTbl: 5000/tcp n 35357/tcp (openstack-id)

KoHdurypaumoHHsle dannbi: /etc/keystone/keystone.conf

Oavin wypHana: /var/log/keystone/keystone.log, /var/log/httpd/keystone*

Cnyx6a umentudurammu OpenStack Keystone nipeacraisieT cob6oii
EeHTPATM30BaHHbIN KATaJIOT TI0b30BaTeNeil U CepBUCOB, K KOTOPhIM
OHU MMeIoT JocTyn. Keystone BBICTYIIaeT B BUe €OUHON CUCTEMBbI
ayTeHTUOUKALMYU 1 aBTOPU3aLMIM 00aUHO OTIepaliOHHOM CUCTEMBI.
CepBuC IOAEPKMBAET HECKOIBKO TUIIOB ayTeHTUOUKALIMY, BKIIOYAsT
ayTeHTUOUKALNIO 10 TOKeHAM, ayTeHTUGUKAIINIO ITPU TTOMOIIY TTapbl
MMSI T10/Ib30BaTeNIs/TIaposib ¥ AWS-cOBMeCTUMYIO ayTeHTUhUKALINIO.
Keystone mopmepskuBaeT MHTETPALMIO C CYIIECTBYIOIIMMMU CepBUCA-
MU KaTtanoros, HaripuMmep LDAP. [Tomumo storo, Keystone siBnsieTcs
KaTaJoroM CIYKO0, mocTynmHbiX B OpenStack. Keystone mognepskuBaer
CTIPABOYHMK PEKBMU3UTOB sl obparieHus K APl cOOTBeTCTBYIOMIMX
CepBMCOB, a TAKKEe pean3yeT MOTUTUKIU POJIEBOTO KOHTPOJIS TOCTYIIA.

Tepmunonorusa Keystone

OpenStack — aTo o6GmavyHas ornepauyoHHAsl CUCTEMa, U, KaK B KakK-
IlOJi orepallMoHHOM cucreme, B OpenStack ects monb3oBaTenn. [Tocie
ayTeHTUOUKAIMK T10JIb30BaTeIb TOJyYaeT TOKEH JJIS TOCTYyIa K TeM
WM MHBIM pecypcaM. [Tosib30BaTelb CO3IaeTCsl He TOJIbKO IS TIpeic-
TaBJIEHNSI B CMCTEME I10/Ib30BaTeIsl, 00palaioIerocs K pecypcam 06-
JlaKa, HO TaKkyke ¥ JIJIsI CEPBUCOB.
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CepBucC — 9TO OfiHA U3 [jajee paccMaTpuBaeMbIx cayk6 OpenStack,
Hanpumep Nova, Swift mau Glance. YV xaxkzmoro cepsuca ecTb OJHa UIU
6onee Touek Bxoaa (endpoint). Touka Bxoma rpeacTasisieT co6oit URL,
110 KOTOPOMY IOCTYIIE€H 3TOT CEPBMUC.

TokeH — 3TO CTPOKA TEKCTa, COCTOSIIAst U3 6YKB 1 1Mbp U IpeaHa-
3HaueHHas i nocryna K API u pecypcam. TokeH BbIZaeTcsl Ha Orpa-
HUUYEHHOe BpeMs U PU He0OXOIMMOCTH MOKeT ObITh OTO3BAH JI0 UCTe-
YeHMSI CPOKa IeCTBUS. [ TOro YTOOBI [10/Ib30BaTe/b ITOTYUMII TOKEH,
OH JIO/DKEH JIM6O MPeOCTaBUTh MMS U TIapOJib, MO0 MMS U KITIOY /IS
noctyma K API (API key). TokeH Taxyke COLepsKUT CITMCOK PoJieit, orpe-
JesIoIMX TOCTYIHbIe TI0/Ib30BaTeI0 TOJTHOMOYMKS.

Pecypchl (BUPTya/ibHbIE MAIIVHBI, 00Pa3bl U T. 1.) 0ObEIUHSIOTCS B
MpOeKThl. B JOKyMeHTauuM Ha aHIVIMICKOM $SI3bIKE TAKKe paHee MC-
M0/Ib30BAJICSI TEPMMH tenant, HO B HacTosillee BpeMs OH 3aMeHeH Ha
project, MHTYUTUBHO OoJjiee MMOHSITHBIN TepMUH. [IpOeKT SIBSIeTCS KOH-
TeifHepoOM, KOTOPbIii MOXKeT 00beIMHSITh Pecypchl OTAENbHOI Opra-
HM3aLH, UCTIOb3YIoIel mybamnuHoe ob6mako OpenStack, oTmenbHOTo
NIPWJIOXKEHUS WIN OTAEIbHOTO M0JIb30BaTeNs, — 3TO BbI pelllaeTe CaMMu.

[Tonb3oBaTesnu U TPYIIbI TOJIb30BaTeNelt caMu 110 cebe He TTPUHA/I-
JiexkaT npoektaMm. OHM MOJTy4YaroT JOCTYII K pecypcam MPOeKkTOB uepes
Ha3HauyeHMe poJieii.

C nosiBiieHueM Tpetbeii Bepcuu Keystone API mpoeKkTbl 06beAVHS-
I0TCS B JOMEHBI. JIOMeH — 3TO CaMblil KPYIIHbI KOHTeIHep B TePMUHO-
soruu Keystone. JIoMeHbI OIpeeSIOT MPOCTPAHCTBO MMEH — 06/1aCThb
BUIMMOCTY 06beKTOB. Hampumep, 1ob30BaTeN JOKHbBI ObITh YHMU-
KaJIbHbI B paMKax ofHOTo foMeHa. [To ymonmuanuio Keystone cospmaer
JoMeH ¢ umeHem Default.

YcraHoBKa U HacTpouka Keystone

Terepb mocsie KPATKOTO 3HAKOMCTBA C TEOPUENi IepeiiieM K MPaKkTUKe.
VCTaHOBUM TAaKeThl CepBMCa, KIMEHT openstack u JOMOMHUTENTbHBIN
Habop CKPUIITOB, yIIPOILIAOIINX paboTy openstack-utils:

[root@controller ~]# yum -y install openstack-keystone python-
openstackclient httpd mod_wsgi

Ilepenq TeM KakK HacTpauBaTb CEPBMC, CO3MamuM 0asy JaHHBIX
keystone 1 magum HeO6XOOVMbIE IPUBUIETUN:

[root@controller ~7]# mysgl -u root -p
MariaDB [(none)]> CREATE DATABASE keystone;
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MariaDB [(none)]> GRANT ALL PRIVILEGES ON keystone.* TO
'keystone'@'localhost' IDENTIFIED BY 'openstack';
MariaDB [(none)]> GRANT ALL PRIVILEGES ON keystone.* TO
'keystone'@'%' IDENTIFIED BY 'openstack';

MariaDB [(none)]> exit

[Iponuuiem B KoHuUrypauuoHHoMm daitie Keystone cTpoky mop-
K/IIoueHMs K 6ase JaHHbIX:

[root@controller ~]# crudini --set /etc/keystone/keystone.conf
database connection mysql+pymysql://keystone:openstack@controller.
test.local/keystone

Ianee Mbl O/DKHBI 3a7jaTh (hOpMaT 1 MpoBaiiep TOKEHOB, TeHepu-
pyembix cepBucom Keystone. OpenStack nmopmepskuBaeT uetnipe (op-
mata TokeHoB: UUID, PKI, PKIz u Fernet.

[MepBbiMu nosiBwrch UUID-TOReHbI. OHM TIPENCTaBISIOT U3 cebs
CTPOKY 13 32 CMMBOJIOB, KOTOPYIO YIOGHO MCIIONb30BaTh B BHI30BAX
OpenStack API, Hanipumep nipumeHsst kKomaHay curl. [IpeumyiiecTBom
3TOrO (hopMaTa TOKEHOB SIBJISIETCS X HEOOJTBILOM pa3Mep, a HefAOCTaT-
KOM — TO, UTO TOKEH He COZlepXXUT MHPOpMAaIUM, TOCTATOYHOI ISl TO-
ro, YTO6BI MPOU3BECTM JIOKAIbHYIO aBTOPU3AIMI0. [109TOMY CEepBUCHI
OpenStack kaxxabIit pa3 qO/KHBI OTIIPABISTh TOKeH cepBucy Keystone,
IUIsT TOTO 4YTOOBI MOMYYUTH MHGOPMAIIMIO, KaKue orepanuu paspe-
IIEHBI C 3TUM TOKEHOM. TakuM 006pa3oM, MOCTOSTHHbIE 06paIIeHNs K
Keystone cTaHOBUIIUCH «GYTHUIOUHBIM T'OPJIBIIIIKOM» CUCTEMBI B II€JIOM.

PerirteHneM 3TOJi IPO6IeMbI JO/DKHBI O cTaTh PKI-ToKeHbI. OHMU
cofiepskaT BClo He0OXOIUMYIO JJIsT IOKaIbHO aBTOpU3aluy nHpopma-
LIMIO U, KPOME TOTO, COmepskaT B cebe MbPOBYIO MOAMNICh U MHDOP-
Maruio 06 ycrapeBaHuu. Takum o6pasom, npyrue cepBuckl OpenStack
MOTYT JIOKaJIbHO K9IIMPOBATh 3T TOKEeHBI. Takast apxuTeKkTypa 3Haul-
TeJIbHO coKkpaTuia Tpaduk k Keystone, Ho yBennumia pa3Mepbl TOKe-
HOB. VX pasmep Mor mpeBbliiaTh 8 K6aiiT, uTo co3maBaso mpo6aeMbl
Mpu paboTe ¢ HEKOTOPbIMY Be6-cepBepaMMm, TTOCKOJIbKY He BCe U3 HUX
1o ymosnuyanuio nopnepsxkusatoT HTTP-3aroioBku Takoro pasmepa, B
KOTOPBIX TepeaeTcsl TOKeH. Takke GOMbIIO pasMep TOKEHA Jenaj
Heymo6HbIM paboTy ¢ curl. TToTbITKA CO3/1aTh CKATHIN BAPUAHT MO, Ha-
3BaHueM PKIz Toke He pellinjia Ipo6aemy.

PKIZ-tokeHbl B pennse Mitaka 6butv 06BSIBJIEHBI YCTAPEBIIMMU U
nobasneH Tpetmii Tuin — Fernet-tokensl (https://github.com/fernet
spec). Oy HeGOIbIIOTO pa3mepa (1o 255 CMMBOJIOB), HO COZlepsKaT J10-
CTaTOUYHO MHGOPMAIMKU [IJIs1 JIOKAJIbHOI aBTopusauuu. x He Tpely-
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€TCSI CMHXPOHM3MPOBATh MEXIY PerMoHaMu, I HUMX He HysKHa 6asa
IJAHHBIX (TOKeHbI 6€3 COXpaHeHMsI COCTOSIHMS), U MPOIIecC reHepaiun
MX OBICTpee, UeM B IEPBbIX IBYX peann3auusx. JOMOTHUTETbHbIM
IUTIOCOM OyJIeT OTCYTCTBME HEOOXOAMMOCTM HacTpoiiku memcached.
VimenHo Fernet-ToKeHbI Mbl U GyIeM MCIIONIb30BaTh. 3aadM COOT-
BeTCTBYIOIMIA IpoBaligep:

[root@controller ~]# crudini --set /etc/keystone/keystone.conf token
provider fernet

Wuuryanusupyem 6a3y JaHHBIX U Peno3uTopuu Kirodeit Fernet:

[root@controller ~]# su -s /bin/sh -c "keystone-manage db_sync"
keystone

[root@controller ~]# keystone-manage fernet_setup --keystone-user
keystone --keystone-group keystone

[root@controller ~]# keystone-manage credential_setup --keystone-
user keystone --keystone-group keystone

BaskHBIM 6yIeT OTMeTUTh, uTo 1o penns OpenStack Liberty Bkiio-
YUTEIbHO CEPBUC UAEHTUGUKAIIUY [IJIST CETEBOTO B3aMMOEIiCTBUS M C-
T0JIb30BaJI BCTpOeHHbI cepBuc Python Eventlet, momyckast mcronb3o-
BaHMe Apache ¢ mod_wsgi, Korma Hy>KHBI JTy4IlIasi MacIITabupyeMoCTb
u 6esomacHocTh. Haunnast ¢ OpenStack Mitaka (ampens 2016 roma)
o mepskuBaeTcss ToabKo Apache. B koHurypaiinoHHoM (aiiie Be6-
cepBepa /etc/httpd/conf/httpd.conf ykaspiBaem ums cepBepa:

[root@controller ~J# echo 'ServerName controller.test.local' >>
/etc/httpd/conf/httpd.conf

U co3zmaem ¢aiin /etc/httpd/conf.d/wsgi-keystone.conf cienmytoriero
cofiepsKaHMsI:

Listen 5000
Listen 35357

<VirtualHost *:5000>
WSGIDaemonProcess keystone-public processes=5 threads=1
user=keystone group=keystone display-name=%{GROUP}
WSGIProcessGroup keystone-public
WSGIScriptAlias / /usr/bin/keystone-wsgi-public
WSGIApplicationGroup %{GLOBALY}
WSGIPassAuthorization On
LimitRequestBody 114688
<IfVersion >= 2.4>
ErrorLogFormat "%{cu}t %M"
</IfVersion>
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ErrorLog /var/log/httpd/keystone. log
CustomLog /var/log/httpd/keystone_access.log combined

<Directory /usr/bin>
<IfVersion >= 2.4>
Require all granted
</IfVersion>
<IfVersion < 2.4>
Order allow,deny
Allow from all
</IfVersion>
</Directory>
</VirtualHost>

<VirtualHost *:35357>

WSGIDaemonProcess keystone-admin processes=5 threads=1
user=keystone group=keystone display-name=%{GROUP?}

WSGIProcessGroup keystone-admin

WSGIScriptAlias / /usr/bin/keystone-wsgi-admin

WSGIApplicationGroup %{GLOBALY}

WSGIPassAuthorization On

LimitRequestBody 114688

<IfVersion >= 2.4>

ErrorLogFormat "%{cu}t %M"

</IfVersion>

ErrorLog /var/log/httpd/keystone. log

CustomLog /var/log/httpd/keystone_access.log combined

<Directory /usr/bin>
<IfVersion >= 2.4>
Require all granted
</IfVersion>
<IfVersion < 2.4>
Order allow,deny
Allow from all
</IfVersion>
</Directory>
</VirtualHost>

Alias /identity /usr/bin/keystone-wsgi-public
<Location /identity>

SetHandler wsgi-script

Options +ExecCGI

WSGIProcessGroup keystone-public

WSGIApplicationGroup %{GLOBALY}

WSGIPassAuthorization On
</Location>

Alias /identity_admin /usr/bin/keystone-wsgi-admin
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<Location /identity_admin>
SetHandler wsgi-script
Options +ExecCGI

WSGIProcessGroup keystone-admin

WSGIApplicationGroup %{GLOBALY}

WSGIPassAuthorization On
</Location>

MokHO He HabupaTh COAEpPKMMOE KOH(UTypalMoHHOTO aiina
BPYYHYI0, a BOCIIOJIb30BaThCsI MPUMEPOM, ITOCTABJSIEMbIM B ITaKeTe
openstack-keystone:

[root@controller ~]# ln -s /usr/share/keystone/wsgi-keystone.conf
/etc/httpd/conf.d/

3amyckaeM Be6-cepBep, KOTOPLIi OyaeT NpocTyuMBaTh moptbl 5000
n 35357:

[root@controller ~]# systemctl enable httpd.service
[root@controller ~]# systemctl start httpd.service

ITo koMmaHe systemctl status BbI JODKHBI Oy[eTe BUAETH AECSITh
npoiieccoB keystone, ykazaHHbIX B nypekTuBax WSGIDaemonProcess:

[root@controller ~J# systemctl status httpd.service
httpd.service - The Apache HTTP Server

Loaded: loaded (/usr/lib/systemd/system/httpd.service; enabled;
vendor preset: disabled)

Active: active (running) since Fri 2018-03-02 14:26:15 CET; 8s ago

Docs: man:httpd(8)
man:apachectl(8)

Main PID: 14629 (httpd)

Status: "Processing requests..."

CGroup: /system.slice/httpd.service
14629 /usr/sbin/httpd -DFOREGROUND
14630 (wsgi:keystone- -DFOREGROUND
14631 (wsgi:keystone- -DFOREGROUND
14632 (wsgi:keystone- -DFOREGROUND
14633 (wsgi:keystone- -DFOREGROUND
14634 (wsgi:keystone- -DFOREGROUND
14635 (wsgi:keystone- -DFOREGROUND
14636 (wsgi:keystone- -DFOREGROUND
—14637 (wsgi:keystone- -DFOREGROUND
14638 (wsgi:keystone- -DFOREGROUND
14663 (wsgi:keystone- -DFOREGROUND
14664 /usr/sbin/httpd -DFOREGROUND
14665 /usr/sbin/httpd -DFOREGROUND
14666 /usr/sbin/httpd -DFOREGROUND
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[-14667 /usr/sbin/httpd -DFOREGROUND
L-14668 /usr/sbin/httpd -DFOREGROUND

Mar 02 14:26:15 controller.test.local systemd[1]: Starting The Apache
HTTP Server. ..

Mar 02 14:26:15 controller.test.local systemd[1]: Started The Apache
HTTP Server.

Ins vamuyamsanyy Keystone MOKHO ITOATY OBYMS IIYTSIMMA: UC-
I10JIb30BaTh PEKOMEHL0BAHHYIO pa3paboTumKamy KoMaHay keystone-
manage bootstrap, KOTOpAask BHIIIOJIHUT MHALMAIMU3ALMIO 3 HAC, MU
oiT 60j1ee IJIMHHBIM ITyTeM, B LIe/IsIX 06YUeHNsI BOCIIOIb30BaBIIAChH
aBTOPV3aLYOHHBIM TOKEHOM. IIpy MCII0Ib30BaHMM IIEPBOrO BapuaHTa
CHMHTAKCYUC KOMaH/Ibl OYIEeT CIeIYIOLIVIM

[root@controller ~]# keystone-manage bootstrap --bootstrap-password
openstack \
--bootstrap-admin-url http://controller:35357/v3/ \
--bootstrap-internal-url http://controller:35357/v3/ \
--bootstrap-public-url http://controller:5000/v3/ \
--bootstrap-region-id RegionOne

B aTom ciryuae Bbl MOsKeTe MPOITyCTUTh BCe KOMaH/Ibl O KOHIIA pa3-
Jleina.

IIpu BbIGOpE BTOPOTO ITyTH HEOOXOAMMO OIPEeNeUTh aBTOPU3allli-
OHHBI/ TOKEH, KOTOPbIIi HEOOXOAM [IJIsI IePBOHAYATbHOM HACTPOIKM.
OH OymeT SBISATHCS 0OIIMM CeKpeToM Mexkay Keystone u gpyrumu cep-
BMCAMM, a TAKXKe ero MOKHO MCIO0JIb30BaTh, €C/IU aMUHUCTPATUBHbIN
MI0JTb30BaTe/ b He GbIT 33JJaH WJIM BbI 3a0bLIM €T0 TIapOJib.

Ily1s reHepaUyy CIy4aifHOTO COLEP>KMMOIO TOKEHA MbI BOCIIO/b3Y-
emcst OpenSSL, a 1151 paboThI ¢ KOHDUTYPALIMOHHBIM (aitjioMm cepBrca
/etc/keystone/keystone.conf — yTuanToit crudini:

[root@controller ~J# export ADM_TOKEN=$(openssl rand -hex 10)
[root@controller ~]# crudini --set /etc/keystone/keystone.conf
DEFAULT admin_token $ADM_TOKEN

O6b1uHO moctyn K Keystone ocyiiiecTB/sieTcst Mpy ITOMOIIY UMEeHM
roJib3oBaressi U naposs. OJHaKO y Hac MoKa I0JIb30BaTeIn He CO3/a-
HBI, ¥ MbI JO/IKHBI BOCITOJIb30BaThCSI aBTOPU3aLMOHHBIM TOKEHOM, CO3-
IaHHBIM paHee. TOKeH MOKeT ObITh IepefaH uepes OMIMM KOMaHIbl
keystone WIK TIPY TIOMOIIM TIepeMeHHBIX OKpyKeHMs. 115 yamo6cTBa
co3maguM CKpUNT keystonerc_adm, KOTOPBIA MOXXHO 6y,ueT VUCIIOJb-
30BaTh He TOJIBKO [IJIS1 HAYaJIbHOI HACTPOVKY, HO U B JaJIbHENMILIEeM JJIs
OT/IaJIKu Uau paboTsl ¢ Keystone:
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unset OS_USERNAME OS_TENANT_NAME OS_PASSWORD OS_AUTH_URL OS_TOKEN OS_URL
# YkasbiBaeM cogepxmmoe $ADM_TOKEN

export OS_TOKEN=79fec7c50bc3ae87db49

# YkasbiBaeM Touyky Bxona cepsuca Keystone

export OS_URL=http://controller.test.local:35357/v3

# YkasbiBaeM Bepcuio API

export OS_IDENTITY_API_VERSION=3

Tenepb MO>XHO OTOATbh KOMaHOY:

$ source keystonerc_adm

Kak ynmomuHanoch paHee, ogHa u3 ¢yHkiuii Keystone — 6bITh Ka-
TaJIOTOM JIOCTYITHBIX cepBrcoB OpenStack. Co3mamum 3ammch 0 CaMOM
cepsuce Keystone:

$ openstack service create --name keystone --description
"OpenStack Identity" identity

- - +
| Field | Value

- - +
| description | OpenStack Identity

| enabled | True

| id | 9700a30£8eb74b3b8c96e81b0e89321a |
| name | keystone

| type | identity

- - +

Tenepb CO3aaaMM TOUKM BXO[da OJisd CepBucCa:

$ openstack endpoint create identity public http://controller.
test.local:5000/v3 --region RegionOne

Fmmm - - +
| Field | Value

Fmmm - - +
| enabled | True

| id | 1433078144ea46b187bb696££936adfe

| interface | public

| region | RegionOne

| region_id | RegionOne

| service_id | 9700a30£8eb74b3b8c96e81b0e89321a |
| service_name | keystone

| service_type | identity

| url | http://controller.test.local:5000/v3 |
Fmmm - - +

$ openstack endpoint create identity internal http://controller.
test.local:5000/v3 --region RegionOne
Fmmm - - +

| Field | Value
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S g +
| enabled | True

| id | b81cc95780254417a8df42982ed279fa

| interface | internal

| region | RegionOne

| region_id | RegionOne

| service_id | 9700a30f8eb74b3b8c96e81b0e89321a |
| service_name | keystone

| service_type | identity

| url | http://controller.test.local:5000/v3 |
S g +

$ openstack endpoint create identity admin http://controller.
test.local:35357/v3 --region RegionOne

S g +
| Field | Value

S g +
| enabled | True

| id | @b731c9d27354£34b874b92ae2439b86

| interface | admin

| region | RegionOne

| region_id | RegionOne

| service_id | 9700a30f8eb74b3b8c96e81b0e89321a |
| service_name | keystone

| service_type | identity

| url | http://controller.test.local:35357/v3 |
S g +

OpenStack mogaepskMBaeT TpM BapMaHTa TOUEK BXOAA [T KasKO,OTO
cepBuca: admin, internal u public. B mpoMbIIIIeHHBIX MHCTAUISLIVISIX
9T TOUKM BXO/A AO/DKHBI PACIIONaraThCsl B pasaMUHbIX CETSIX U 00CITY-
SKMBATbh Pas3MyHble TUIIbI IT0JIb30BaTeeli.

O6paTtuTe BHMMaHMe, uTo ID cepBuca nmpucBauBaeTcs: JMHAMUYE-
CKY U TIPY BBITIOJTHEHM M KOMAaH, BBIBOJT HABePHsIKA OyIeT pa3imnuaTh-
csl.

Taxoke 06paTuTe BHMMAaHMeE, YTO B KOMaH/Ie MbI MCIIOb30BaIN OII-
IMI0 --region RegionOne. MBI MOXXeM CO3JaBaTh HECKOJIBKO PETMO-
HOB B Hallleit 06/1auHoi1 cpeie. B kKauecTBe OTAeNIbHOTO PerMoHa MOXKHO
MCII0NIb30BaTh, HATIPUMeED, OTAENbHBIN IIEHTP 00paboTKY AaHHbIX. [Ipu
9TOM TOUKM BXOJla CEPBUCOB Y KasKAOTO PerMOHa MOTYT ObITh CBOM.

Pabota ¢ nonb3oBarensimMm, ponsimm
u npoektamu B Keystone

[MosHakOMMMCST Ha MPAKTHUKe, KaK CO3JaBaTh IPOEKTHI, MOJIb30BaTe-
jet u ponu. CoelaemM 3TO Ha IpUMepe agMMUHMUCTPATOpPa, KOTOPLI
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HaM OymeT HeoOXomuM ISl JajdbHENIIero yrpaBJieHus pecypcamMu
OpenStack. O6paTtuTe BHMMaHME, YTO €CIM Bbl BOCIIOIb30BAINCH KO-
MaHoJi keystone-manage bootstrap, To momeH Default, monb3oBa-
TeJIb ¥ PojIb admin yske CO37aHbI 3a Bac.

[TepBbIM J€7I0M CO3IaauM AOMeH (IIpocTpaHcTBO MMeH) Default u
B HeM ITpoekT admin. HamoMHMM, UTO IMPOEKT — 3TO KOHTeliHep, 00b-
eIMHSIIONINI pecypchl ob1aKa:

$ source keystonerc_adm
$ openstack domain create --description "Default Domain" default

o - +
| Field | Value

o - +
| description | Default Domain

| enabled | True

| id | 0d4b1£2685b048639fb537£87cle472f |
| name | default

o - +

$ openstack project create --domain default --description "Admin
Project" admin

o - +
| Field | Value

o - +
| description | Admin Project

| domain_id | 0d4b1£2685b048639fb537£87cle472f |
| enabled | True

| id | 4372600eb0b249edaebabeda5f4dcf81 |
| is_domain | False

| name | admin

| parent_id | 0d4b1£2685b048639fb537£87cle472f |
o - +

Ianee co3magyM caMoOro MoJib30oBaTess admin:

$ openstack user create --domain default --email andrey@controller.
test.local --password openstack admin

T T T +
| Field | Value

T T T +
| domain_id | 0d4b1£2685b048639fb537£87cle472f |
| email | andrey@controller.test.local

| enabled | True |
| id | 65ec03579454407b88727eb369£3dd67 |
| name | admin |
| password_expires_at | None

T T T +

W HaKoHell, co3maAuM posb admin:
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$ openstack role create admin

S e +
| Field | Value
S e +
| domain_id | None
| id | c2ab46dd35ed44dd86749c8f£d668355 |
| name | admin
S e +

Ponb admin mpucyrcrByet B OpenStack «13 Kopobku». Poiau omnu-
ceIBalOTCS B (aiine /etc/keystone/policy.json. B wacTHOCTHU, OnMCcaHKe
ponu admin:

{
}

"admin_required": "role:admin or is_admin:1"

Ilanee umeTomnycaHme MPaBWIITOJIUTUKY B hopMaTe: «CTyskba:meiicT-
BMe: yCI0BUS». Haripumep:

{

"identity:list_roles": "rule:admin_required",
3

BbI MO3KeTe cO3[aTh U IPyTUE POJIK, HO OHM He OYIYT IPUMEHSITHCS,
TI0Ka He oIucaHbl B daiise policy.json. daiinel policy.json ¢ onucanm-
eM poJieli U TMTOUTHUK AOCTYIIa MHAUBUAYAIbHBI JJI51 KasKI0T0 CepBuca 1
pacnosioXkeHbl B COOTBETCTBYIOIIMX CEPBUCY MOAIVPEKTOPUSIX AUPEK-
TOopuM /etc.

[TpocMOTpEeTh CIMCOK poieit M UX UIeHTU(PUKATOPOB MOXKHO KO-
MaH/I0J:

$ openstack role list

o e ommm e +
| id | name |
A m e ommm e +
| 9fe2ff9ee4384b1894a90878d3e92bab | _member_ |
| £45f68589£8445699f361bal3c37623d | admin |
A m e ommm e +

Co3paHne HOBBIX POJIel He SIBJISIeTCS pacIiPOCTPaHEHHO MPaKTH-
Koii. Terepb co6Mpaem Bce BMecTe. [lo6aBiisseM posib admin IIpoeKTy u
TI0JIb30BATENIO:

$ openstack role add --project admin --user admin admin

BaxkHo, uto pOJib admin - rmob6anpHast. Ecin BbI JaeTe ee I10JIb30Ba-
TeJII0 B O0HOM IIPOEeKTe, TO BbI JaeTe €€ I10/Ib30BaTe/Il0 BO BCeEM obaxke.
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HaunHasi ¢ 3TOr0 MOMEHTA, Mbl MOKEM MPOLIOIKATh PABOTY TMOJb-
3oBatesieM admin. Co3mazym cCKpUMT keystonerc_admin CeIyIONETO
comepsKaHmst:

export OS_AUTH_TYPE=password

export OS_PROJECT_DOMAIN_NAME=Default

export OS_USER_DOMAIN_NAME=Default

export OS_PROJECT_NAME=admin

export OS_USERNAME=admin

export OS_PASSWORD=openstack

export OS_AUTH_URL=http://controller.test.local:35357/v3
export OS_IDENTITY_API_VERSION=3

Y BBITIOJTHMM KOMaHIy
$ source keystonerc_admin

TToCcKONMbKY BCST HeOOXomuMast Ijist ayTeHTuduKamy MHpopmMaimus
MIPUCYTCTBYET B TIepeMeHHbIX OKPYKeHMSI, Mbl MOXKEM 3aIlpOCUTh TO-
KeH:

# openstack token issue

- T I +
| Field | Value |
- N e i +
| expires | 2018-03-02T14:59:14+0000

| id |  gAAAAABamViyvyadVUQSm6BL11LIo2n8ZkVu_RaWBkPReK6kQalg |
| | DEtEhPPmwdXX1Pu8£jA3£XbY5£0sHxndJY-Vew6j6eroT2vQZbFuF |
| | TORGE7£NjlggvmnI_bbOc_gnDxh9tcOLpyFL8LAv4ceHoUZI2Y7¢c |
| | bdjuPMOwZINUV3JIsWVCuwIvdwed |
| project_id | 7fe2a6ef08df4a749f3badlfcebd55b9 |
| user_id | a37a67f£df3dc4e9c9e5251754b26770d |
- N e i +

Temeps nepetiieM K HEIIPUBUIETMPOBAHHOMY MOJIb30BATEIO U MTPO-
eKkTy. MOKHO MOBTOPUTb KOMAaH/Ibl, aHAJIOTMYHbIE PaHee OIMMCAHHBIM
IJis mpoekTa admin, HO MbI BOCITOIb3yeMCsT yTWInTO keystone, KOTo-
pasi cronab30Baiach 0 TosiBieHus kianeHta OpenStackClient. Yura-
TeJsTIo 6yIeT MoIe3HO 3HAKOMCTBO C YTUIUTOM keystone, eciut mpugeTcs
paborartb ¢ yctapeBuMu Bepcusimu OpenStack. BaskHO OTMETUTD, UTO
Ha HaiieM cteHe ¢ peansom Queens u API v3 komanza keystone pa-
6oTaTb He OymeT. [IpuMep MpuBeAeH TOMbKO /ISl yCTAPEBIINX PETU30B:

$ keystone tenant-create --name demo --description "Demo Tenant"
R e e T T T +
| Property | Value |
R e e T T T +
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| description | Demo Tenant

| enabled | True |
| id | ebf7fa585d254c749deff6385c3e816f |
| name | demo |
S e +

$ keystone user-create --name demo --tenant demo --pass openstack
--email user@controller.test.local

B e +
| Property | Value |
B e +
| email | user@controller.test.local

| enabled | True |
| id | 1fb@56cf72d248b4al6£2227d2f£74ff |
| name | demo |
| tenantId | ebf7fa585d254c749deff6385c3e816f |
| username | demo |
B e +

Ha nHamem creHpe nse BbIlIeIIpyiBeeHHbI€ KOMaHIbI HeoOX0oAMO
3aMEHUTD!

$ openstack project create --domain default --description "Demo
Tenant" demo

S e +
| Field | Value

S e +
| description | Demo Tenant

| domain_id | default

| enabled | True

| id | bcl@ac4b71164550a363b8098e8ad270 |
| is_domain | False

| name | demo

| parent_id | default

| tags I [] |
S e +

$ openstack user create --domain default --project demo --email
user@controller.test.local --password openstack demo

. e +
| Field | Value

. e +
| default_project_id | bcl@ac4b71164550a363b8098e8ad270 |
| domain_id | default

| email | user@controller.test.local

| enabled | True |
| id | 3b76dece42b140e092dcla76a85c1879 |
| name | demo |
| options | {3 |
| password_expires_at | None

. e +
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Cospanum u ,U,O6aBI/IM MoTb30BaTeso demo POJIb WieHa IIPpOeKTa:

$ openstack role create user

S e +
| Field | Value

S e +
| domain_id | None

| id | 9fe2ff9ee4384b1894a90878d3e92bab |
| name | user |
S e +

$ openstack role add --project demo --user demo user

KomaHpga keystone help uian openstack help MOKaxeT CIMCOK
KJIIoUeli C «TOBOPSIIMMM» MMeHaMM, TO3BOJISIONIMMM IIPOCMaTpPU-
BaTh, yOAJISATh U CO30aBaTh POJIU, CEPBUCHI, IPOEKTHI U MI0JIb30BaTENEN.
Kpome Toro, 1o aHajsioruu ¢ keystonerc_admin Bbl MOXeTe CO31aTh
CKPUIIT JJIsI TIoyib3oBaTesst demo. EnquHCTBEHHOE OT/IMYME, [TOMUMO
MMeHM T10/Tb30BaTesIsl U MPoeKTa, OymeT B mepemenHoit OS AUTH URL.
Bmecro nopra 35357 ucnonb3yiite mopt 5000, mpegHa3HaUYeHHbI IJ1sT
OOBIUHBIX [T0JIb30BATENeN

export OS_AUTH_TYPE=password

export OS_PROJECT_DOMAIN_NAME=Default

export OS_USER_DOMAIN_NAME=Default

export OS_PROJECT_NAME=demo

export OS_USERNAME=demo

export OS_PASSWORD=openstack

export OS_AUTH_URL=http://controller.test.local:5000/v3
export OS_IDENTITY_API_VERSION=3

Takske aBTOpP PeKOMEHAOBaN 6bl MO6ABUTHh B KaXKIblii 13 (ailyioB
keystonerc_* HOBOe orpezeieHye epeMeHHO OKpy>keHust PS1, koto-
past oTBeuaeT B bash 3a BHeIHMI BU, IpuranieHus. bpuio 65l mmosnes-
HO, JIJIT TOTO UTOOBI He 3alyTaThCsI, KAKMM Iosib3oBaTesieM OpenStack
BbI paboraeTe, momectuThb B PS1 ero ums win Ha3BaHue. Hampumep:

export PS1='[\ug\h \W(Openstack_Admin)]\$ '
n

export PS1='[\u@\h \W(Openstack_Demo)]\$ '

[Tocsie KOMaHABI source OJISI TAKOTO keystonerc npurjaalmeHmne ajisa
IMOJIb30BaTeJId IIOMEHAETCA Ha:

[root@controller ~(Openstack_Admin)]#

nin
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[root@controller ~(Openstack_Demo)]#

[MocnenHee, 4YTO Mbl CAelaeM, — 3TO IMOATOTOBUM CHeLMaIbHbIN
MIPOEKT JJIST OCTabHBIX cepBucoB OpenStack. Kaskaplii cepsuc Tpeby-
eT T0Ib30BaTe/Is U POJib aAMUHUCTPATOPA B CIIELMaIbHOM CEepBUCHOM
KOHTelHepe:

$ openstack project create --domain default --description "Service
Project" service

T T rppepapap T T +
| Field | Value

S e +
| description | Service Project

| domain_id | 0d4b1£2685b048639fb537£87cle472f |
| enabled | True

| id | 0e8406620808466590e592d£819c88ee |
| is_domain | False

| name | service

| parent_id | 0d4b1£2685b048639fb537£87cle472f |
S e +

COOTBETCTBYIOIINI CMHTAKCUC KOMaH bl keystone BBIIISAUT KaK:

$ keystone tenant-create --name service --description "Service Project"

[TpocMOTpeTh CIMCOK MOJIb30BaTEeNe U MPOEKTOB MOXHO KOMaH-
Iamu openstack user list M openstack project list.PekomeH-
IYeTCsl OTKJIIOUMUTH BPEMEHHBIV MeXaHU3M ayTeHTUUKALUK 10 TO-
KeHaM, B C1y4yae eIy Bbl MCIOAb30BaJIM €ro IJisl CO3LaHusl IepBOro
rob3oBaresis admin. JIjist 3TOro He06XOAMMO OTPeIaKTUPOBATh Baita
/usr/share/keystone/keystone-dist-paste.ini u ymaauts admin_token_
auth u3 cekuuit [pipeline:public_api], [pipeline:admin_api] u
[pipeline:api_v3].

WTak, eciu BbI, Cedys 3a M3JIOXKEHMEM MaTepuana, oTpaboTann
BCe IpMBefeHHble KOMaHbl, TO Y BaC YCTAHOBJIEH Y HACTPOEH CepBUC
unentTuduranuu Keystone, cosgadbl TpU IIPOEKTa — aIMUHMUCTPATOPA,
CepBUCHBIN U demo — 1 3aBelleHbI JIBa M0Jib3oBaTesst — demo 1 admin,
a Takke Bbl [I03HAKOMWJIMCh C yCTapeBlleli KomaHaol keystone. Ele
pa3 MoguepKHy, YTO eCJin Bbl paboTaere C IMOCIETHMMMU DPel3aMu
OpenStack, kKomaHa keystone BaM He ITOHa00UTCS.

[TocMOTpeTh, KakMe CEPBUCHI AOCTYITHBI B BallleM O6j1aKe, ¥ TOUKMU
BXOZa B 3TU CEPBUCHI BCETga MOKHO KOMaHIO openstack catalog
List. IToka y Hac GYIeT TOJIbKO OJMH CePBUC:
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$ openstack catalog list

Endpoints |
_________________________________________ +
RegionOne |
internal: http://controller:35357/v3/ |
RegionOne |
public: http://controller:5000/v3/ |
|

|

|

RegionOne

+
|
+
keystone | identity
|
|
|
|
| admin: http://controller:35357/v3/
|
+

Taxke Oymer Moje3HbIM 3HATh KOMaHAY openstack service Llist.
OHa MoKaskeT CepBUCHI 1 UX UIeHTUhMKATOPBIL. [Iprmep ¢ BbIBOIA KOMaH-
IIbI TIPMBENEH HysKe. Takoil BHIBO, BbI IIOTyUMTE O/IVsKe K KOHITY KHUTH:

$ openstack service list

i [ R, o +
| ID | Name | Type |
i [ R, o +
| 009af6dfab2d4e238a504e6£63c940a4 | heat | orchestration |
| 27c82194ea0844ed8£fbd59e9798e3337 | gnocchi | metric |
| 3345af31a7684e259f£f49a17b05b9ab7 | nova | compute |
| 5eff@7227£47445993898a3ae18ccb94 | swift | object-store |
| 63e493e9b9254be59056cec2ca44ddbe | keystone | identity |
| 674b422d44£a435c9c05£5bc79293d67 | aodh | alarming |
| 717ed5d914a54a3ba8b576ea2379ffe6 | cinderv3 | volumev3 |
| 7208a70288084664b770ec0d38af85el | glance | image |
| a8ee318c0@98745d1ae81cbbPa3f36f2b | placement | placement |
| bl86aldaeed4c4147abe4d454b7431298 | cinderv2 | volumev?2 |
| b8068f12e0lc4cb4af30dba®4339bbb6c | magnum | container-infra |
| ebb95159786£48668c5fa50a10129a89 | neutron | network |
i [ R, o +

Eile ofjHa Belllb, HA KOTOPYIO XOTeN0Ch 6bI 06PATUTh BHUMAHME UM~
TaTess, MpeXae YeM Mbl MMOiifeM fnaiblie. B 3T0ii ri1aBe Mbl paboTasii ¢
YTUINTOVM KOMaHIHOV CTPOKM — KiIneHTOM keystone u openstack. [la-
Jiee MBI CTOJIKHEMCS C yTuIuTaMmu glance, cinder, nova u ap. Y HUX
MMeeTCs TOIe3HbIN KoY - -debug, KOTOPbIN IT03BOJSIET IOCMOTPETD,
Kakue BbI30Bbl OpenStack API mcmonb3oBaauch Mpy TOM WK MHOM
nevictBun. Hampumep:

$ openstack --debug project create --domain default --description
"My project" projl

START with options: [u'--debug', u'project', u'create', u'--domain',
u'default', u'--description', u'My project', u'projl']

options: Namespace(access_key='"', access_secret='¥***'  access_
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token="'***'_ access_token_endpoint='"', access_token_type='",
application_ credential _id='", application_ credential _name="",
application_credential_secret='***'_  auth_type='", auth_
url="http://controller.test.local:35357/v3"', cacert=None,

cert=""', client_id='"', client_secret='***'_ cloud='"', code='",
consumer_key='"', consumer_secret='***'_ debug=True, default_
domain='default', default_domain_id='"', default_domain_name='",
deferred_help=False, dlscovery endpoint='"', domain_id='",
domain_name='"', endpoint='"', identity_provider='"', insecure=None,
interface='"', key='"', log_file=None, openid_scope='"', os_beta_
command=False, os_compute_api_version='"', os_identity_api_
version='3', os_image_api_version='2', os_network_api_version='",
os_object_api_version='', os_project_ 1d None, os_project_
name=None, os_volume_api_version='', passcode='"', password='***',
profile='"', project_domain_id='"', project_domain_name='Default',
project_id='"', project_name='admin', protocol='"', redirect_
uri='"', region_name='', remote_project_domain_id='"', remote_
project_domain_name='', remote_project_id='', remote_project_
name='"', service_provider='"', system_scope='"', timing=False,
token="'***'_ trust_id='"', url='"', user_domain_id='"', user_domain_
name='Default', user_id='"', username='admin', verbose_level=3,
verify=None)

GET call to identity for http://controller:35357/v3/domains/
default used request id reqg-4c@ac864-29el-4d54-bb6a7-b210cbb6e7094
REQ: curl -g -i -X POST http://controller:35357/v3/projects

-H "User-Agent: python-keystoneclient" -H "Content-Type:
application/json" -H "Accept: application/json" -H "X-Auth-Token:
{SHA1}fd96ae3da4410fe6dc21791332c3b5ab734a78£2" -d '{"project":
{"enabled": true, "description": "My project", '"name": "projl",
"domain_id": "default"}}'

http://controller:35357 "POST /v3/projects HTTP/1.1" 201 289
RESP: [201] Date: Fri, 02 Mar 2018 14:34:06 GMT Server:
Apache/2.4.6 (Cent0S) mod_wsgi/3.4 Python/2.7.5 Vary: X-Auth-
Token x-openstack-request-id: req-37c2237c-el57-483£-9£91-
7d0b195d1d46 Content-Length: 289 Keep-Alive: timeout=5, max=99
Connection: Keep-Alive Content-Type: application/json

RESP BODY: {"project": {"is_domain": false, "description": "My
project", "links": {"self": "http://controller:35357/v3/projects/
26aa3l7a74aa43a5bf40513a6fbbea28"}, "tags": [], "enabled": true,
"id": "26aa317a74aa43a5bf40513a6fbbea28", "parent_id": "default",
"domain_id": "default", "name": "projl"}}

POST call to identity for http://controller:35357/v3/projects
used request 1d req-37c2237c-el157-483£-9£91-7d0b195d1d46

| description
| domain_id

My project |
default |
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| enabled | True

| id | 26aa317a74aa43a5bf40513a6fbbea28 |
| is_domain | False

| name | projil |
| parent_id | default

| tags | [1 !
S e +

clean_up CreateProject:
END return value: ©

Ianee no agpecy https://developer.openstack.org/api-guide/quick-
start/index.html MOXHO O0O3HaKOMUTbCS €O crIpaBouHuKamu API.
B manHOM cytyuae Hac uHTepecyeT pasnen «Identity API v3» 1 BbI30B
«Create project».



https://developer.openstack.org/api-guide/quick-start/index.html
https://developer.openstack.org/api-guide/quick-start/index.html

fnaBa

CepBuc xpaHeHus
obpasos Glance

HasBaHue: OpenStack Image Service (Glance)

HasHaueHune: kaTanor obpas3oB BUPTYasibHbIX MalWH

MakeT: openstack-glance

MmeHa cepsucos: openstack-glance-registry, openstack-glance-api
MopT: 9292/tcp

KoHpurypaumoHHble dannbi: /etc/glance/glance-registry.conf, /etc/
glance/glance-api.conf

O®arnbl xypHana: /var/log/glance/api.log, /var/log/glance/registry.log

Cepsuc Glance oTBevaeT 3a BeieHMe KaTaaora, perucTpauuio 1 10-
CTaBKy 06pa30B BUPTYaIbHbIX MallnH. Kak rmpaBuio, 9T1 06pa3bl BbI-
TIOJTHSIIOT POJIb IMIAGIOHOB ¥ TPEOYIOT MOIOMHUTENbHOV HACTPOVIKU
TOCJIe 3aITyCKa BUPTYalbHOM MamuHbl. Glance MOKHO Ha3BaTh pea-
Jim3alyeii IpoeKTa «o6pasbl BUPTYaJbHbIX MalllMH KaK cepBuc». [Ipu
stoM Glance He peanusyeT GpaKTMUECKOrO XpaHeHMs 06pa3oB, a uepes
OIIVH M3 aalTepoB UCIIONb3yeT B KauecTBe 63KIHAA Ty UM UHYIO CU-
CTeMy XpaHeHMs JAHHbBIX. DTO MOXKeT ObITh Kak JIOKa/IbHAs (ajimoBast
cucTeMa (MCIIOMb3YeTCsI TI0 YMOIUAHMIO 1 OTIMChIBAETCSI B TOV I/IaBe),
NFS, GlusterFS, Tak u paccMaTpuBaeMble B JaJTbHEMIINX IIaBaX 00b-
eKkTHOe XpaHunauiie Swift umu 6;mounoe Ceph.

MetamaHHbIe 06pa30B, TaKye Kak pasmep, Gopmat, UMs U T. J., Xpa-
HSTCS B 6a3e JTaHHBIX.

Glance momgmepskuBaeT Ieblii psim GOpMaToB XpaHeHUs] 00pa3oB
BUPTYyaabHbIX MamuH: vhd, vindk, vdi, iso, gqcow2, ami u np. B kauect-
Be 00pa30B MOTYT TaKKe BBICTYIIATh SIAPO U initrd-daiin, KoTopsie mpu
3aITyCKe BUPTYaIbHOM MalIMHbI HEOOXOIMMO CBSI3bIBATh BMecTe. Tak-
ke HeoOXOAMMO OTMETUTh, UTO XOTs yTuianThl OpenStack mormyckaioT
ykasaHue ¢opMara KoHTeliHepa (bare, aki, ovf...), B HacTosIee Bpe-
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MSI TIOAiepKKa KOHTEHEPOB Iyisi 00pa30B BUPTYaJbHbIX MallUH B
OpenStack orcyTcTByer.
CepBuC BK/IIOYAET B Ce0SI IBE CITYKObI:

O glance-api — npepocrasinseT goctyn K REST API cepBuca 06-
PasoB IS TIOVICKA, XPaHEeH s U TTOJTyueHusI 06pa3oB;

O glance-registry — xpaHut, o6pabaTbiBaeT U IIPEIOCTaBJISIET
mnHbopMmainio. HermocpencTBeHHO IMOIb30BaTe/M He B3aMMO-
IeJiICTBYIOT C 9TUM CE€pPBUCOM, ITO3TOMY B PeajbHON MPOMBIIII-
JIEHHOJI cpefie MOCTYM K HEMY JTOJIKeH ObITh OrPaHUYEH TOTbKO
cepBucamu Glance.

BsaumopeiicTBMe ¢ OpyrMuMu cepBucaMyu M apxurtektypa Glance
MpMBeIeHbI HA puc. 4.1.

-

nova-compute

NS

glance-AP| — Keystone
glance-registry apantep CXA
Swift Ceph @®C HTTP

Baasa gaHHeIx

Puc. 4.1. Apxutektypa Glance

[pouenypa momydyeHust ob6pasa IUIIEPBU30OPOM IIPU 3aIlyCKe BUP-
TYyaJIbHOJ MAaIIVHbI 3aBUCUT OT O3KIH[IA, HO OOBIUHO BBIIISIAUT CJIe-
oyioiM ob6pasom. Nova ormpasinser GET-3ampoc mo agpecy http://
My Th-K-cepBuUcy-glance/images/umenTudnrarop-obpasa. B ciaydae ec-
v obpa3s HailigeH, To glance-api Bospamaer URL, cchutarolmmiicss Ha
o6pa3. Nova mepemaeT CCbIIKY ApaiiBepy IMIepBMU30pa, KOTOPbI Ha-
MIPSIMYIO CKauMBaeT o6pas.
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YcTaHoBKa M HacTpoiKa cepBuca Glance

g cBoeii pabotbl Glance Tpebyet pabortaroniuii cepsuc Keystone u
6a3y JaHHbBIX IJISI XpaHeHMsI MeTaJaHHbIX 00 06pa3ax. Mbl B KauecTBe
6a3bI JAHHBIX OyE€M MCITOJIb30BaTh Y3Ke yCTaHOBIeHHYI0 MariaDB.

Iy Havasia BHIMIOTHMM KOMAH/[Ibl, 3HAKOMbIE HAM 3 IIpeAbIayIei
rnaBbl. Co3maaum mosb3oBaTess glance:

$ source keystonerc_admin
$ openstack user create --domain default --password openstack glance

o i +
| Field | Value

o i +
| domain_id | default

| enabled | True |
| id | b8de68858b00440bb98bbb1541466794 |
| name | glance |
| options | {3 |
| password_expires_at | None

o i +

3aTemM mpucBoMM posib admin monb3oBaTenio glance B ITpoeKTe
service u co3maaumM cam cepBuc glance:

$ openstack role add --project service --user glance admin
$ openstack service create --name glance --description "OpenStack
Image service" image

S e +
| Field | Value

S e +
| description | OpenStack Image service

| enabled | True

| id | 7a08a70288084664b770ec0d38af85el |
| name | glance

| type | image

S e +

HakoHel, co3fanyM Jis cepByca TOUKM BXOZa 110 aHAJIOTUM C paHee
cosmaHHOV Toukoii mis Keystone. O6patuTe BHMMAaHME, UTO B 3TOM
cnydae Bce Tpu URL coBriagaror:

$ openstack endpoint create --region RegionOne image public
http://controller.test.local:9292

T R T +

| Field | Value

T R T +

| enabled | True

| id | bc261£fcf9c54499£9b8dca58ccd0f20e |
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| interface | internal

| region | RegionOne

| region_id | RegionOne

| service_id | 7a08a70288084664b770ec0d38af85el |
| service_name | glance

| service_type | image

| url | http://controller.test.local:9292 |
S e +

$ openstack endpoint create --region RegionOne image internal
http://controller.test.local:9292

S e +
| Field | Value

S e +
| enabled | True

| id | c1le61498fd1a49c1979df288a3a2cfdf

| interface | internal

| region | RegionOne

| region_id | RegionOne

| service_id | 4569bdleccb348e787700603cdd94b10 |
| service_name | glance

| service_type | image

| url | http://controller.test.local:9292 |
S e +

$ openstack endpoint create --region RegionOne image admin
http://controller.test.local:9292

S e +
| Field | Value
S e +
| enabled | True
| id | b465£9d8795c404884eeeefbb328633f
| interface | admin
| region | RegionOne
| region_id | RegionOne
| service_id | 7a08a70288084664b770ec0d38af85el |
| service_name | glance
| service_type | image
| url | http://controller.test.local:9292 |
S e +
Ha maHHBII MOMEHT Yy Hac TOJKHBI ObITh TOYKM BXOJIa HA [IBA CEpBUCa:
$ openstack endpoint list

F— 4+

| ID | Regin | Service Name | Service Type | Enabled | Interface | URL

| @.. | RegioOre | keystore | identity | True | admn | http://controller.test.local:3535//V3 |
| 14.. | RegionOre | keystore | identity | True | public | http://controller.test.local:5000/v3 |
| B8.. | Regionre | keystore | identity | True | intemal | http://controller.test.local:5e00/v3 |
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| bf.. | RegionOre | glance | image
| cl.. | RegionOne | glance | image
| 0.. | RegionOre | glance | image

| Te | pblic | http://controller. test. local:9292
| True | intemal | http://controller. test.local:9292
| True | admin | http: //controller. test. local:9292

+
t

[Tpu Mcnonb30BaHUM yCTapeBIIe KOMaHabl keystone IJIS1 CO3TaHUS
TOUKM BXOJa HEOOXOAMMO YKasbIBaThb WAEHTU(GUKATOP CepBlUCa,
HaTipuMep B3SIThIi M3 BbIBOAA KOMaH/bI CO3/aHMs cepBuca. [Ipumep
KOMaH/IbI:

$ keystone endpoint-create \

--service-id 6a35c051d3f44cdfba24e0598e9p0152 \

> --publicurl http:// controller.test.local:9292 \

> --internalurl http:// controller.test.local:9292 \
> --adminurl http:// controller.test.local:9292

\%

S s +
| Property | Value |
S s +
| adminurl | http:// controller.test.local:9292 |
| id | d4bc5b058eb74142ad4df0b3b98b6bla

| internalurl | http:// controller.test.local:9292 |
|  publicurl | http:// controller.test.local:9292 |
| region | regionOne

| service_id | 6a35c051d3f44cdfba24e0598e9b0152 |
S s +

Terepb MOKHO YCTAaHOBUTDb HEOOXOIMMbIE ITAKEThI:

[root@controller ~J]# yum -y install openstack-glance

Co3gagum 6asy gaHHBIX. [IepBbIM I€JIOM ITOAKIIOUMMCS KaK I10JTb-
30BaTe/Ib root:

[root@controller ~]# mysql -u root -p
Enter password: openstack

[Tocie yero HEOOXOAMMO HEITOCPEICTBEHHO CO3/1aTh 6a3y JaHHBIX
MariaDB [(none)]> CREATE DATABASE glance;
Y BBIJIATh HA Hee IpaBU/IbHbIE ITpaBa:

MariaDB [(none)]> GRANT ALL PRIVILEGES ON glance.* TO
'glance'@'localhost' IDENTIFIED BY 'glance';
MariaDB [(none)]> GRANT ALL PRIVILEGES ON glance.* TO
'"glance'@'%' IDENTIFIED BY 'glance';

Tenepb HEOOXOAMMO OOHOBUTb HACTPOVKM B KOHMOUIYPAIMOHHBIX
(daiinax o60mux cepBucoB. [IJIs Havaia MPOMMUChIBAEM CTPOKY IMOIKIIIO-
yeHus K 6ase JaHHbIX:
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[root@controller ~]# crudini --set /etc/glance/glance-registry.
conf database connection mysql+pymysql://glance:glance@controller.
test.local/glance

[root@controller ~]# crudini --set /etc/glance/glance-api.conf
database connection mysql+pymysqgl://glance:glance@controller.test.
local/glance

U 3aBepIiaeM HaCTPOVKY 6a3bl JaHHbIX:

[root@controller ~J]# su -s /bin/sh -c '"glance-manage db_sync" glance

Ianee ykaxeM IIpOEKT, TNpegHa3HAuUeHHBIN [Js1 CepPBUCOB, MUMS
rosb3oBaresis B keystone 1 maposb 1151 glance-api. HamomuumMm, Bce
cepBuchl OpenStack rpynmmpyloTcs B CIielMaJIbHbI/ CEpBUCHBIN TPO-
€KT, KOTOPBIi Mbl CO37a/IM B TIpelbIayIleil IJlaBe M Ha3BaIu service.
B kauecTBe maposist Be3e, 3a uckiaoueHneM MariaDB, Mbl 1crioNib3yem
«openstack».

[root@controller ~]# crudini --set /etc/glance/glance-api.conf
paste_deploy flavor keystone

[root@controller ~]# crudini --set /etc/glance/glance-api.conf
keystone_authtoken auth_uri http://controller.test.local:5000
[root@controller ~]# crudini --set /etc/glance/glance-api.conf
keystone_authtoken auth_url http://controller.test.local:35357
[root@controller ~]# crudini --set /etc/glance/glance-api.conf
keystone_authtoken auth_type password

[root@controller ~]# crudini --set /etc/glance/glance-api.conf
keystone_authtoken project_domain_name default
[root@controller ~]# crudini --set /etc/glance/glance-api.conf
keystone_authtoken user_domain_name default

[root@controller ~]# crudini --set /etc/glance/glance-api.conf
keystone_authtoken project_name service

[root@controller ~]# crudini --set /etc/glance/glance-api.conf
keystone_authtoken username glance

[root@controller ~]# crudini --set /etc/glance/glance-api.conf
keystone_authtoken password openstack

Ternepsb B cekiuu [glance_store] YKaskeM, YTO MbI UCIIOIb3YEM JIO-
KaJbHYI0 (aii/IoBYIO CUCTEMY, ¥ MECTO pacIioyioskeHus (aiiioB 06pasoB:

[root@controller ~]# crudini --set /etc/glance/glance-api.conf
glance_store default_store file

[root@controller ~]# crudini --set /etc/glance/glance-api.conf
glance_store filesystem_store_datadir /var/lib/glance/images/

HY)KHO OTMETUTHb, UTO Glance OOHOBPEMEHHO IIOOOEPXNMBAET HE-
CKOJIbKO XpaHWJINII OJIA O6p330B BUPTYaJ/IbHbIX MalllVH. To, rme co3-
JaeTcs 061)83, 3aBUCHUT OT IIPUOPUTETA N CBO60,HHOI‘O MeCTa Ha JMCKe.
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Hampumep, ecnu 651 y Hac B /var/lib/glance/images/ 661111 ObI CMOHTU -
pPOBaHbI IBA IMCKA, MbI MOIJIM OBl YKa3aTh X C Pa3HbIM ITPUOPUTETOM:

[root@controller ~]# crudini --set /etc/glance/glance-api.conf
glance_store filesystem_store_datadirs /var/lib/glance/images/
mountA/:10
[root@controller ~]# crudini --set /etc/glance/glance-api.conf
glance_store filesystem_store_datadirs /var/lib/glance/images/
mountB/:20

O6paTuTe BHMMAHME, UTO B [OaHHOM CIy4dae yKa3aHa OIS
filesystem_store_datadirs, a He filesystem_store_datadir.

[TpomoskuM HacTpoTiKy. Te ke HACTPOiKY keystone, uTo MbI 3a/1aBa-
Jau 0y glance-api, yKaskeM U Oy glance-registry:

[root@controller ~]# crudini --set /etc/glance/glance-registry.
conf paste_deploy flavor keystone

[root@controller ~]# crudini --set /etc/glance/glance-registry.
conf keystone_authtoken auth_uri http://controller.test.

local: 5000

[root@controller ~]# crudini --set /etc/glance/glance-registry.
conf keystone_authtoken auth_url http://controller.test.
local:35357

[root@controller ~]# crudini --set /etc/glance/glance-registry.
conf keystone_authtoken auth_type password

[root@controller ~]# crudini --set /etc/glance/glance-registry.
conf keystone_authtoken project_domain_name default
[root@controller ~]# crudini --set /etc/glance/glance-registry.
conf keystone_authtoken user_domain_name default
[root@controller ~]# crudini --set /etc/glance/glance-registry.
conf keystone_authtoken project_name service

[root@controller ~]# crudini --set /etc/glance/glance-registry.
conf keystone_authtoken username glance

[root@controller ~]# crudini --set /etc/glance/glance-registry.
conf keystone_authtoken password openstack

Iob6assiem B KOHUTypanyoHHbie (aiiabl MHOOPMAIINIO TI0 CEPBU-
cy RabbitMQ:

[root@controller ~]# crudini --set /etc/glance/glance-api.conf
DEFAULT rabbit_password openstack

[root@controller ~]# crudini --set /etc/glance/glance-api.conf
DEFAULT rabbit_userid openstack

[root@controller ~]# crudini --set /etc/glance/glance-api.conf
DEFAULT rabbit_host controller.test.local

Ha 3ToM 3Tare MOTyT CTapTOBaTh CEPBUCHI:

[root@controller ~]# systemctl start openstack-glance-registry
[root@controller ~]# systemctl enable openstack-glance-registry
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[root@controller ~]# systemctl start openstack-glance-api
[root@controller ~]# systemctl enable openstack-glance-api

TTocsie yero HY>KHO YOeUTHCS B OTCYTCTBUM OIIMOOK B (haiiyiax skyp-
HasioB /var/log/glance/*.

MoarotoBka 06pa3oB BUPTYaNbHbIX
MaLUKH

IJist TOro YTOOBI IIPOBEPUTDH PabOTY HAIIETO CEPBIMCA, Mbl BOCIIOIb3Y-
emcst o6pasom CirrOS — MUHMMAIMCTCKOV OIepalMOHHONM CUCTEMOI
GNU/Linux, cienyaabHO CO3TAHHONM IJis1 3arrycka B obnake (https://
launchpad.net/cirros). [IJist BLITTIOJIHEHUST CJIEAYIOMIMX KOMaH/, BaM He-
00X0IMMO ITPeIBAPUTEIHPHO YCTAHOBUTH ITAKETHI wget 1 gemu-img-ev.
Pasmep obpasa — Bcero yiuib 13 M6:

$ wget -P /tmp http://download.cirros-cloud.net/0.4.0/cirros-
0.4.0-x86_64-disk.img

[Ipy HeOOGXOAMMOCTH YCTaHOBUTE MakeT wget. [[poBepum 06pas mpu
ITOMOLIM YTYJIUTBI gemu-img:

$ gemu-img info /tmp/cirros-0.4.0-x86_64-disk.img
image: /tmp/cirros-0.4.0-x86_64-disk.img
file format: gcow2
virtual size: 44M (46137344 bytes)
disk size: 12M
cluster_size: 65536
Format specific information:
compat: 1.1
lazy refcounts: false
refcount bits: 16
corrupt: false

B BhIBOZIE KOMaH/IbI:

@)

file format - opmar nucka;

virtual size - pasmep IucKa BUPTYaabHOI MalIMHBbI,

disk size — meiicTBUTEIbHbIN pa3mep daiina;

cluster_size — pasmep 6Ji0Ka (Kactepa) qCow;

format specific information — cmenudnaHas gas dopmara
nHbopMmaiiusi. B rfanHoM crydae Bepcust dopmaTa qcow2. B Ha-
meM TMpuMepe yKa3aHo compat: 1.1. OTO 03HauaeT HOBYIO
Bepcuio obpasa qcow2, KOTOPBIN IMOAIepKMBAeTCS HauuHas
¢ QEMU 1.1.

O
O
O
O


https://launchpad.net/cirros
https://launchpad.net/cirros
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HyskHO OTMeTUTb, UTO B COCTaBe OMUIMATBHON MOKYMeHTalUu
OpenStack pa6ore ¢ o6pasamMu MMOCBSIIEHO OTAEIbHOE PYKOBOJCTBO —
OpenStack Virtual Machine Image Guide (http://docs.openstack.org/
image-guide/content/). [IoOKyMeHT COOEPSKUT Kak 0630p CPeJCTB aBTO-
MAaTU3MPOBAHHOTO CO3JaHMsi 06pa3oB, TaK M MPUMEPBI UX CO3TAHUS
BPYUYHYIO.

B kauecTBe mpuMepa paccMoTpum paborty ¢ yruautoi Oz (https://
github.com/clalancette/oz/wiki).

OTo yTMiIMTa KOMaHAHOW cTpoKM HamycaHa Ha Python. Ha Linux-
matmnHe ¢ ruriepsusopom KVM u cepsucom libvirtd mo3zsonsiet co3ga-
BaTh 06pa3bl BUPTYaTbHbBIX MAIIMH C MMHUMAaJIbHBIM BMeIIaTeTbCTBOM
nonb3oBaress. g aroro Oz UCIO/Nb3yeT 3apaHee MOATOTOBJIEHHbBIE
(aityibl OTBETOB HEMHTEPAKTUBHOI YCTAHOBKY OIIEPAI[MOHHON CUCTe-
mbl. Hampumep, nast yeranoBku Windows MCIonb3yioTcst Gaitibl OT-
BeToB unattended setup, miast CentOS — kickstart-aiinbr u T. 1. daii-
JIbI OTBETOB [IJIS1 Pa3/IMUHBIX OMEPAlMOHHBIX CUCTEM PaCIOI0XKEeHbI B
nupexropum /usr/lib/python2.7/site-packages/oz/auto/. Ix MOXXHO 1"
HYKHO peJlakKTMPOBaTh, HATIPMMeD [IJIs1 BbIOOpA MPaBUIbHOM BpeMeH-
HOJ1 30HbI. B KauecTBe MHCTPYKLMit cam Oz TpebyeT ¢daityioB B popmaTe
Template Description Language (TDL). 3To XML-aiiibl, onmchiBaio-
e, Kakas ornepalyoHHas CUCTeMa yCTaHABIMBAETCS, TAe HAaXOAUTCS
OUCTPUOYTUB, Kakue AOTIOTHUTEeTbHbIe M3MeHeHMs He00X0IMMO BHeC-
TH B 06pas3.

He pexomenpyeTcs 3amycK YTMJIMTBI Ha TeX Xe y3JjaX, IAe pas-
BepHYyTHI cepBucbl OpenStack. Bo Bpemsi paboThl yTWINTA 3aITyCKaeT
BUPTYaJbHYIO MalllMHY, B KOTOPOI 1 IPOMU3BOLUTCS YCTAHOBKA OIlepa-
IIMOHHO CUCTeMBbI 110 BaliMM MHCTpyKUuMsiM TDL 11abmoHa ¢ MCIOb-
30BaHMeM 00X (aiiyioB OTBETOB.

B CentOS u Fedora ycTaHOBKa YTYJIMTBI TPOU3BOAMTCS KOMaH/I0i1

# yum -y install oz

Ilins Ubuntu B CTaHIAPTHBIX PEINO3UTOPHUSIX TMaKeTa HeT, IT03TOMY
BaM HY)KHO JIMO0 YCTaHOBUTD YTYIIUTY U3 MUCXOOHBIX KOJOB, 16O ca-
MOCTOSITEJIbHO cOOpaTh MakeT. YoenuMcsl B TOM, UTO OIpejiesieHa CeTh
libvirtd, mcronbp3yemas 1mo ymoadaHuio. Ecii BeIBOJ KOMaHIbI virsh
net-list He mokaxeT HaM ceTb default, To onpemenum ee u 3agagUmM
aBTO3aITyCK CEeTH:

# virsh net-define /usr/share/libvirt/networks/default.xml
Network default defined from /usr/share/libvirt/networks/default.xml
# virsh net-autostart default


http://docs.openstack.org/image-guide/content/
http://docs.openstack.org/image-guide/content/
https://github.com/clalancette/oz/wiki
https://github.com/clalancette/oz/wiki
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Network default marked as autostarted
# virsh net-list
Name State Autostart Persistent

default active yes yes

Kondurypauyonssiii daiyi yTUIUTBl MO YMOJIYaHUIO - /etc/oz/
oz.cfg. 3amanum B KauecTBe TUIA 06pa3a popmaT qcow2 BMeCTO raw:

# crudini --set /etc/oz/oz.cfg libvirt image_type gcow2

Ternepb Ham noTpebyetcs TDL-11a6oH. IIpyMepbl TOCTABISIIOTCS €
YTWINTOM U pacronaraiorcs B /ust/share/doc/oz-*/examples. Vcmonb-
3yeM CaMblii IPOCTENIINIA, B KOTOPOM OIPENENSIIOTCSI TOMBKO MYyTh K
OUCTPUOYTUBY U MTapoyb MOIb30BaTeNs root:

$ cat my-template.tdl
<template>
<name>Cent0S-7</name>

<os>

<name>Cent0S-7</name>
<version>1</version>
<arch>x86_64</arch>
<rootpw>openstack</rootpw>
<install type='url'>
<url>http://centos-mirror.rbc.ru/pub/centos/7/0s/x86_64/</url>
</install>

</0os>

<disk>

<size>20</size>

</disk>

</template>

W3 nonesHbIX CEKLMIT, KOTOPbIe MOKHO HAlTK B IIpUMepax, MOKHO
OTMEeTUTh: <packages>, <repositories>, <files> 1 <commands>. Co-
OTBETCTBEHHO: YCTAHOBKA IAKeTOB, J0OaBIeHEe PEIIO3UTOPUEB, CO3-
naHue (GaiiyioB ¥ BBITIOJIHEHNME KOMaH[. ECTh cekuyu, crenyduyHbie
IUISL OTlepaljMOHHBIX CUCTeM. B KauecTBe mpumMepa MOXKHO Ha3BaThb
KIouy aktuBauyu ajist Windows.

3amyckaeM yTUINUTY:

# oz-install -d 2 -t 4000 my-template.tdl

Libvirt network without a forward element, skipping

Checking for guest conflicts with Cent0S-7

Fetching the original media

Fetching the original install media from http://centos-mirror.rbc.
ru/pub/centos/7/0s/x86_64/images/pxeboot/vmlinuz

Fetching the original media


http://centos-mirror.rbc.ru/pub/centos/7/os/x86_64/
http://centos-mirror.rbc.ru/pub/centos/7/os/x86_64/images/pxeboot/vmlinuz
http://centos-mirror.rbc.ru/pub/centos/7/os/x86_64/images/pxeboot/vmlinuz
http://centos-mirror.rbc.ru/pub/centos/7/os/x86_64/images/pxeboot/vmlinuz
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Fetching the original install media from http://centos-mirror.rbc.
ru/pub/centos/7/0s/x86_64/images/pxeboot/initrd.img

Generating 20GB diskimage for Cent0S-7

Running install for Cent0S-7

Generate XML for guest Cent0S-7 with bootdev None

Install of Cent0S-7 succeeded

Generate XML for guest Cent0S-7 with bootdev hd

Cleaning up after install

Libvirt XML was written to Cent0S-7Sep_30_2015-00:31:23

Kntou -t 3000 roBOpUT 0 TOM, Yepe3 CKOJIbKO CeKYyH[, MHCTAJISITOD
IIOJDKeH TIpepBaTh YCTaHOBKY. Takyke yCTaHOBKA IPePBETCs, eC/IN B Te-
yenme 300 ceKyH[ He ObIJIO JUCKOBOJ aKTMBHOCTM.

Kirou -d rmokasbiBaeT ypoBeHb CO00OIIeHMIT 00 omubKax. [Ijis 6omee
ITOAPOGHOTO BHIBO/IA YKAKMUTE BMECTO IBOMKY TPOVAKY.

Hanee, BHe 3aBUCUMOCTHU, UCIIOb3yeTe i Bbl OZ Mian CaMOCTOSI-
TEJIbHO TOTOBUTE 00pa3 BUPTYAJbHOI MAaIIMHbBI, HAIIpMMeEp IIPU I0-
MoIIM virt-builder u3 makera libguestfs-tools, Heo6xomMMO WU
BPYUHYIO, MU TIPY TOMOIIM YTUIUTBI virt-sysprep U3 TOrO e Ia-
KeTa yopaTh CrelupUIHYI0 AJIsI KOHKPETHOI'O SK3eMILISIpa MallMHbI
nHbopmanuio. Ins cucrem Windows MOKHO BOCITOJIb30BaTbCsI YTHU-
JIUTOM sysprep. [IpyMep MCIIONB30BAHUS YTUIUTBI virt-sysprep
nJist obpasa ¢ CentOS:

# virt-sysprep -a /var/lib/libvirt/images/centos7.0-1.qgcow2
L 0.0] Examining the guest ...

[ 54.4] Performing "abrt-data"

[ 54.4] Performing "bash-history"

[ 54.5] Setting a random seed
[ 54.9] Performing "lvm-uuids"

Te >ke geiCcTBYUS MOKHO IIPOU3BECTY U BpyUuHYI0. [IpBemeM rpumep
OCHOBHBIX 11aroB AJis1 CentOS:

O Heob6xoaumMo yoaauTh Wiy 3aMmeHuTh Ha localhost.localdomain
comepxkumoe rmapamerpa HOSTNAME B aiie cat /etc/
sysconfig/network.

O Cnenmyet y6emnuThcsl, YTO B (haiiylax BceX CETEBBIX alamlTepoB,
Kpome uHTepdeiica KOpOTKO reT/u, B mapamerpe BOOTPROTO
ykaszaH DHCP u orcytcrBytoT npuBsisku K MAC-agpecam (mapa-
meTp HWADDR). MimeHna koHbUTypalMoOHHBIX (aitioB — /etc/
sysconfig/network-scripts/ifcfg-*.

O Heobxogumo ymanutb SSH-kmoun y3na. Yoanure /etc/ssh/ssh_
host_* u /etc/ssh/moduli.


http://centos-mirror.rbc.ru/pub/centos/7/os/x86_64/images/pxeboot/initrd.img
http://centos-mirror.rbc.ru/pub/centos/7/os/x86_64/images/pxeboot/initrd.img
http://centos-mirror.rbc.ru/pub/centos/7/os/x86_64/images/pxeboot/initrd.img
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O Vpanure daiunsl Is /etc/udev/rules.d/*persistent®, orBeuatomiue
3a UMEHOBaHME CEeTEBbIX YCTPOICTB.

O V6enmurech, YTO OTCYTCTBYIOT CIleLM(pUYHbIE [JISI CEPBUCOB
keytab-@aitnbt Kerberos 1 SSL- cepTudukarsi.

Eme omHa monesHas yrunaurta virt-sparsify I03BOISIET YMEHb-
MIUTH pasMep 06pasa, MPeBpaTUB €ro B «TOHKMUI muck/daita» (thin-
provisioned/sparse). [Tpu 3arrycke HeOOXOIMMO YKa3aTh M3HAUYATbHbI
06pas 1 co37aBaeMblil KTOHKUII»:

# virt-sparsify /var/lib/libvirt/images/centos7.0-1.qcow2 /var/
lib/libvirt/images/centos7.0-2.gcow2

L 0.27] Create overlay file in /tmp to protect source disk

L 0.47 Examine source disk

i i zero 100%
00:00

100%

Zero

. p
[ 64.6] Copy to destination and make sparse
[ 112.2] Sparsify operation completed with no errors.
virt-sparsify: Before deleting the old disk, carefully check that
the target disk boots and works correctly.

CpaBHMM pa3Mepbl MCXOTHOTO U TTOYYEHHOTO 06Pa30B:

# ls -lh /var/lib/libvirt/images/centos7.0-1.qcow2 /var/lib/libvirt/
images/centos7.0-2.qcow2

-TW------- . 1 gemu gemu 11G Jan 23 21:17 /var/lib/libvirt/images/
centos7.0-1.qcow2

-rw-r--r--. 1 root root 961M Jan 23 21:21 /var/lib/libvirt/images/
centos7.0-2.qcow2

[Tpy HeOOXOOMMOCTY M3MEHUTDh TOTOBbINI 06pa3 BUPTYaabHONM Ma-
IIMHBI BBl MOXKETe BOCIIOb30BAaThCS YTWIINTONM guestfish:

# yum -y install guestfish

VTunmura copepXuT BCTPOEHHYIO ITOACKA3Ky ¥ JOCTaTOYHO MPOCThIe
KoMaHzbl. Huske mpuBemeH mpuMep A1l pefakTupoBaHus ¢aitia /etc/
issue BHyTpu 06pasa:

# guestfish -a ubuntu_image.img

Welcome to guestfish, the guest filesystem shell for
editing virtual machine filesystems and disk images.

Type: 'help' for help on commands
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'man' to read the manual
"quit' to quit the shell
><fs> run
100% 00:00

><fs> list-filesystems
/dev/sdal: ext4

><fs> mount /dev/sdal /
><fs> edit /etc/issue
><fs> cat /etc/issue
Ubuntu 15.10

modified

><fs> exit

PaboraeM c o6pasamu BUPTYyaNbHbIX
MaLUKnH

CHOBa BepHEMCSI K HallleMy CePBUCY M OUCTPUOYTUBY cirros. [Ipexme
yeM MPOIOJIKUTH paboTy, mobaBMM B 06a pabounx daiina keystonerc *
[epeMeHHYI0 CpeJibl, oIpenesaioInyo Bepcuio Glance API, ¢ KoTopoit

MbI OyzieM paboTaTh:

export 0S_IMAGE_API_VERSION=2

[Tpu momouM KOMaH[Ibl openstack 3arpy3um o6pas cirros B Hall
cepsuc. ITpy 3TOM yKaxkeM ¢opmat o6pasa 1 TO, UTO ITOT 06pa3 Oymer
IOCTYIIEH BO BCEX MPOEKTAX, TO €CTh OyAeT MyOIUUHBIM. JIOCTYITHOCTD
obpasa (MyGaAMUHbIN VI HeyOIMYHBIN) MO33Ke MPU HEO6XOIUMMOCTU

MOKHO TIOMEHSTb. 3arpy’kaemM o6pas:

$ openstack image create "cirros-0.4.0-x86_64" --file /tmp/cirros-0.4.0-
x86_64-disk.img --disk-format gqcow2 --container-format bare --public

o T L D T
| Field | Value

o T L D T
| checksum | 443b7623e27ecf@3dcOedleed3f67ate

| container format | bare

| created_at | 2018-03-02T15:27:23Z

| disk_format | qcow2

| file | /v2/images/c8cccOb3-29bb-4220-be38-8£261ac8b9%a/file
| id | c8cccIb3-29bb-4220-be38-8£261ac8b9%

| min_disk | @

| min_ram | @

| name | cirros-0.4.0-x86_64

| owner | 7fe2a6ef@8df4a749f3badlfcebd55b9

| protected | False

| schema | /v2/schemas/image

-+

-+
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| size | 12716032 |
| status | active |
| tags | |
| updated_at | 2018-03-02T15:27:24Z |
| virtual_size | None |
| visibility | public |
oo o +

Ewi BoSHUMKIM OMIMOKM, ITpOoBepbTe (aiiybl JKypHaja cepBuca less
/var/log/glance/*. ITo yMOT4aHNUIO CEPBUC B KAUeCTBE 6IKIH/IA UCIIOJb-
3yeT JIOKIbHYIO (paiiyioByio cucremy. [IpoBepum:

[root@controller ~]# 1ls -1 /var/lib/glance/images/

total 12420

-TW-Tr----- 1 glance glance 12716032 Mar 2 16:27 c8ccc9b3-29bb-
4220-be38-8f261ac8b99a

Ianee Mbl IIPOOJIKMM IT0JIb30BAThCSI KOMaHI0i1 openstack, HO 06-
paTuTe BHMMaHMe, UTO B3aMMOZECTBOBATh C CEPBUCOM MOKHO TIPU
ToMoIIy KiveHTa glance:

$ glance image-create --name "cirros-0.4.0-x86_64" --file /tmp/
cirros-0.4.0-x86_64-disk.img --disk-format qcow2 --container-format
bare --visibility public

Kak MbI BUAMM, Halll 06pa3 ObUT 3aTpy>keH B aupekTopuio /var/lib/
glance/images/ op, MeHeM, COBITaJAIOMIVM C UIEHTU(PUKATOPOM 006-
pasa. [TpoCMOTPUM CITUCOK IOCTYITHBIX 06Pa30B, K KOTOPBIM JOKEH
6bUT TO6ABUTHCS HAIII HOBBIN CIirTos:

$ openstack image list

e S F +
| ID | Name | Status |
e S F +
| c8cccIb3-29bb-4220-be38-8£261ac8b9%9a | cirros-0.4.0-x86_64 | active |
e S F +

[TpocMOTpeThb MOAPOGHYI0 MHGMDOPMAIIKIO IO 06pa3y MOXKHO MPH TMO-
MOIIY KOMaH/IbI:

$ openstack image show cirros-0.4.0-x86_64

SIS S S S S S S S +
| Field | Value |
SIS S S S S S S S +
| checksum | 443b7623e27ecf03dc9edlee93f67afe |
| container format | bare |
| created_at | 2018-03-02T15:27:23Z |

|

| disk_format | qcow2
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| file | /v2/images/c8cccIb3-29bb-4220-be38-8£261ac8b9%/file |
| id | c8cccIb3-29bb-4220-be38-8£261ac8b99%a |
| min_disk | © |
| min_ram | 0 |
| name | cirros-0.4.0-x86_64 |
| owner | 7fe2abef@8df4a749f3badlfcebd55b9 |
| protected | False |
| schema | /v2/schemas/image |
| size | 12716032 |
| status | active |
| tags | |
| updated_at | 2018-03-02T15:27:24Z |
| virtual_size | None |
| visibility | public |
+

.

K aToMy MOMeHTY 06pa3 rOTOB J1JIsI CO3AaHMSI BUPTYaIbHBIX MalllMH.
Kak 3T0 menaTh, Mbl IO3HAKOMMMCS B JaJIbHEMILIMX [71aBaX, KOrga ycra-
HOBMM C1ysk6b1 Nova u Neutron.

3a cuer cBoero Mmasioro pasmepa CirrOS ob6mamaeT oueHb OrpaHu-
YyeHHbIM (PYHKIIVIOHATIOM U PEKOMEH/IyeTCs TObKO [IJISI TECTUPOBAHMS
00JIaUHBIX CEPBUCOB. BOMBIIMHCTBO COOPIIMKOB AUCTpuOYyTHBOB GNU/
Linux mpezmocTaBisieT TOTOBbIE K MCIIOAb30BaHMIO B 06make OpenStack
00pa3sbl. BOT CChITKYM HA HEKOTOPBIE U3 HUX:

O Ubuntu: http://cloud-images.ubuntu.com/;
Q Fedora: https://cloud.fedoraproject.org/;

O Debian: http://cdimage.debian.org/cdimage/openstack/;
QO CentOS: http://cloud.centos.org/centos/7/.

OpueHTHpOBaHHbIE HA PAbOTy B 00J1aKe C KOHTEITHEepaMu:

Q CoreOS: https://coreos.com/os/docs/latest/booting-on-openstack.
html;
O Project Atomic: http://www.projectatomic.io/download/.

[Tpy omMo1 KOMaH Ibl openstack MOKHO BBITIOJIHSITh APYTi€e TeiiCT-
BusL. Harpumep, 3arpysmm 1 COXpaHMM JIOKaJIbHO 00pa3 u3 glance:

$ openstack image save cirros-0.4.0-x86_64 > cirros-90.4.0-x86_64-
disk.img

$ ls -1 cirros-0.4.0-x86_64-disk.img

-rw-r--r-- 1 root root 12716032 Mar 2 16:42 cirros-0.4.0-x86_64-
disk.img

BmecTe ¢ 06pa3oM Bbl MOKETe XPaHUTDb MPOM3BOJIbHbIE MeTamaH-
HbIe, KOTOpbIe ITOTOM MOTYT ObITh 3aTpe6OBaHbI APYTUMU CEPBMCAMU


http://cloud-images.ubuntu.com/
https://cloud.fedoraproject.org/
http://cdimage.debian.org/cdimage/openstack/
http://cloud.centos.org/centos/7/images/
https://coreos.com/os/docs/latest/booting-on-openstack.html
https://coreos.com/os/docs/latest/booting-on-openstack.html
http://www.projectatomic.io/download/
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i yTuautamiu. Takske MOXKHO OTIpefiesisiTh MeTaJaHHble TTPOCTO ISt
unenTudukamu obpasa. Harnpumep:

$ openstack image set --property os_name=linux --property contact_
person="Andrey Markelov" cirros-0.4.0-x86_64
$ openstack image show cirros-0.4.0-x86_64

S e +
| Field | Value

S e +
| checksum | 443b7623e27ecf03dc9e0lee93fb67afe |
| container_format | bare |
| created_at | 2018-03-02T15:27:237 |
| disk_format | gcow2 |
| file | /v2/images/c8ccc9b3-29bb-4220-be38-8£261ac8b99a/file |
| id | c8cccIb3-29bb-4220-be38-8£261ac8b99a |
| min_disk | |
| min_ram | @ |
| name | cirros-0.4.0-x86_64 |
| owner | 7fe2abef0@8df4a749f3badlfcebd55b9 |
| properties | contact_person="Andrey Markelov’, os_name=’linux’ |
| protected | False |
| schema | /v2/schemas/image |
| size | 12716032

| status | active |
| tags | |
| updated_at | 2018-03-02T15:38:46Z |
| virtual_size | None |
| visibility | public |
S e +

[Ipy HEeOOXOAVMOCTH YOAIUTb Te€ MM MHble MeTaJaHHbIe MOKHO
BOCIIOJIb30BaTbhCsI KOMaHO0M

$ openstack image unset --property os_name --property contact_
person cirros-0.4.0-x86_64



fnaBa

CepBuc 6104HOro
xpanunuwa Cinder

HasBaHue: OpenStack Block Storage (Cinder)

HasHauyeHune: cepBUC BNOYHOTO XpaHMUAUWA

MNakeT: openstack-cinder

MMeHa cepsucos: openstack-cinder-api, openstack-cinder-scheduler,
openstack-cinder-volume, openstack-cinder-backup

MopT: 3260/tcp (iscsi-target), 8776/tcp

KoHdurypaumoHHein dann: /etc/cinder/cinder.conf

O®annbl xypHana: /var/log/cinder/*

B cocraB 6a30BbixX MpoekToB OpenStack BXOAST ABa MPUHIUITMAIb-
HO pa3sHbIX cepBuca xpaHeHus uHdopmauuu. OpenStack Swift, pac-
CMaTpMBaeMbIii B CeAyIOlleil I1aBe, MpeacTaBisieT U3 cebss 06beKT-
HOe XpaHuIuile, mogo6Hoe Amazon S3. B 9T0i1 r1aBe MblI pasbepemcst
¢ cepucom OpenStack Cinder, moxoxxum Ha Amazon EBS.

Apxutekrtypa Cinder

Korma cepsuc Nova, paccMaTpMBaeMblii B CebMOJ IJlaBe, MOJIy4aeT
o6pa3 BMUPTYyaJIbHON MamMHbl 13 cepBuca Glance, o6pa3 Konmmpyercst
Ha JIOKQJIbHBIN JUCK BRIUMCINTENBHOTO Y314, Tae pabotaet Nova, 1 13
obpasa 3aIyCcKaeTcsl BUPTyaJabHas MaliMHa. Mexkay mepesarpy3kamu
BUPTYaJbHOI MalIMHbI M3MEHEHMsI, IPou3BeJeHHble Ha (ailIoBoil
cUCTeMe, COXPaHSIOTCS B JIOKAIbHO KoY 06pa3a, KoTopasi 1o yMOJI-
yaHMIO XpaHuTcs B /var/lib/nova/instances. B ToT MoMeHT, Korma BUp-
TyaJbHasi MalllMHa yaJIsIeTcsl, ee orepaTBHbIe JaHHbIe TPONafaT, U
y Hac OCTaeTCs TOJBKO TO, YTO M3HAYAIBHO Coflepskaioch B oopase. Co-
OTBETCTBEHHO, HEOOXOAMMO XPaHUJINIIE MOCTOSHHOM MHGpOpMAaInm,
IIe JaHHbIe COXPAHSIMCh ObI MEXIy Iepe3arpy3skamu Wik B cIydae
c60s1 y371a C 3aIyIIeHHBIMY BUPTYJIbHBIMY MamHaMy. Takoe XpaHu-
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nuie u nipepocrasisiet cepBuc Cinder — «6I0UHOE XPaHWIKIIE JaH-
HBIX KaK CepPBUCY.

[ToMmuMo GYHKIIMOHUPOBAHMS B KayecTBe MOCTOSIHHOTO NOTIOMHM-
TeJbHOT0 XPaHMINUINA [JIs1 BUPTYalIbHBIX MalllMH 6e3 coXpaHeHMs CO-
crosiius, Cinder Tak)ke MOXKeT MCIIONb30BaThCs B KaueCTBe yCTPOCTBA
HauajbHOJ 3arpysku. Kpome TOro, Mo>xHO CO37aBaTb CHUMKM TOMOB,
IOCTYIIHBIE B peXXMMeE «TOJIbKO UTeHMe». B fanpHelieM nx MOsKHO UC-
II0JIb30BATH JJISI CO3I,aHMSI HOBBIX TOMOB, JOCTYITHBIX HA 3aIMCh.

BiiouHbIe yCTPOJiCTBA MOXXHO ONHOBPDEMEHHO IIOJK/II0YAaTh K He-
CKOJIbKMM BMPTYaJbHbIM MamuHaM. OgHaKo, YTOObI 06eCieunTsh 1ie-
JIOCTHOCTb JAHHBIX, OHU JOJDKHBI OBITD MO0 MONKIIOYEHBI B PEXXUME
«TOJIKO YTeHMe», MO0 MOoBepX GIOYHOrO YCTPOICTBA LOKHA OBITh
co3JlaHa KiacrepHas daiiyioBasi cucTema.

Apxutektypa Cinder mpezncrasieHa Ha puc. 5.1.

-

nova-compute

NS

P cinder-api G Keystone

bBasa garHHbIX I
6pokep coobLyeHui lMpoeaiigep
Gnoy4Horo
/ \ XpaHunuia

cinder-scheduler cinder-volume

/ R

Puc. 5.1. ApxutekTypa Cinder

CepBUC COCTOUT U3 YEThIPEX CITYIKO:

O openstack-cinder-api — Touka Bxoja AJ1s1 3allpOCOB B CEPBUC
no niporokony HTTP. [TpunsB 3anpoc, cepBuc npoBepsieT moJ-
HOMOUMSI Ha BBITIOJIHEHME 3ampoca U IiepernpabiisieT 3ampoc
OpoKepy COOBIIeHMIT AJIsI JOCTaBKM APYTUM CITYKOaM;

O openstack-cinder-scheduler - cepBuC-IUIAaHUMPOBIINK TIPU-
HMMaeT 3aIpoChkl OT GPOKepa COOOIEHNI U OTIpeesieT, KaKoii
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y3es ¢ cepBrucoM openstack-cinder-volume momkeH o6pa6oTaTh
3a1poc;

O openstack-cinder-volume — cepByc OTBeYaeT 3a B3aUMO/Ieli-
CTBUE C 0G3KIHAOM — OJIOUHBIM YCTpoiicTBOM. ITonyuaer 3a-
MPOCHI OT IJIAHMPOBIMKA ¥ TPAHUIUPYET HEITOCPEICTBEHHO B
xpanuiuiie. Cinder mo3BoJisieT OJHOBPEMEHHO VCIIONIb30BATh
HECKOJIbKO 63KIHIO0B. [Ipy 3TOM /1JIsT KaskIOTO U3 HUX 3aITyCKa-
eTcs1 cBoit openstack-cinder-volume. Y mpu momoiu napamert-
poB CapacityFilter u CapacityWeigher MOsKHO YIIpaB/IsITh TEM,
KaKoii 63K9H]I BbIOEPET TIaHUPOBIINK;

O openstack-cinder-backup — cepBuc oTBeuaeT 3a cosmaHue pe-
3ePBHBIX KOIMI1 TOMOB B 00bEKTHOE XpaHUINIIIE.

CylecTByeT MHOXeCTBO JipaiiBepoB cinder 1151 BCeBO3MOKHBIX CH-
cTeM XpaHeHust JaHHbIX (CX]I), Kak TPOTpaMMHBIX, TaK M aliapaTHbIX.
Martpuiia COBMECTMMOCTH AOCTYITHA IT0 afpecy https://wiki.openstack.
org/wiki/CinderSupportMatrix.

Hactpoiika cepsucos Cinder

OGBIYHO BHEZIPSTIOT MHOTO Y3JI0B € cepB1coM openstack-cinder-volume,
KOTOpbIe HEINOCPEeACTBEHHO OTBEYAIOT 3a MOCTYN K JAHHBIM, M He-
CKOJIbKO YIIPaBJIIONINX, 06€CTIeUnBAONINX AOCTYII K API 1 TIaHMpPOB-
MKy, MbI TIPOJO/DKMM pa3BepThIBAThH BCE CITYSKOBI HA YIIPABIISIONIEM
y3ne controller.test.local. Kak cambIif TpoCcTO¥ BapMaHT B KadyecTBe
67I0YHOTO yCTpOiiCTBa GymeM MCIoab30BaTh Linux LVM, a misg mocTy-
rma npotokos iSCSI. [Ijist 3Toro Heo6XoauMO JIMO0 CO3aaTh JTOMOTHMA-
TeJIbHBIN AUCK, MO0 MCITOMb30BAaTh CBOOOIHOE MMPOCTPAHCTBO Ha YiKe
mmMeroreMcst. [I0CKOIbKY ITPeTIoaraeTcsl, YTo0 Mbl paboTaeM C BUPTY-
aJIbHO¥ MalllMHOI4, ITPOIIle BCEero J00aBUTh ellle OAMH IVCK CpeCTBaMMU
MCITOJIb3YEeMOi1 BAMM CUCTEMBI BUPTyanu3aiun. Eciv 651 cepBIUCHI ObI-
JIV pasHeCeHbI I10 y3JIaM, TO 3TU JIeCTBYST Mbl ObI BHITIOTHSIIV TOTBKO
Ha cepBepax, rIe IIaHupyeTcs 3amyck openstack-cinder-volume.

Ha cBo6omHOM pa3sjesie BBIIOIHSIEM KOMaHbI [0 co3gaHuio LVM-
rpymnbl. @usmdecknii Tom LVM co3[acTcst aBTOMATUYECKU
[root@controller ~J# vgcreate cinder-volumes /dev/vdbl

Physical volume "/dev/vdbl" successfully created
Volume group "cinder-volumes" successfully created

VYcraHnaBiauBaeM mmakethbl Cinder:

[root@controller ~]# yum -y install openstack-cinder


https://wiki.openstack.org/wiki/CinderSupportMatrix
https://wiki.openstack.org/wiki/CinderSupportMatrix

90 <« [nasa 5.Cepsuc 6no4Horo xpaHuauwa Cinder

BHecem Heob6xoAyMble HACTPOJKM. HauHeM €O CTPOKM MOIKIIIOUe-
HMS K 6ase JaHHbIX:

[root@controller ~]# crudini --set /etc/cinder/cinder.conf database
connection mysql+pymysql://cinder:cinder@controller.test.local/cinder

VKaxkeM MeCTOTIONIOKEHEe OpoKepa COOOIEHMI, MMS ¥ Tapoiib
rob3oBaresist RabbitMQ, a Takyke peKBU3UTHI TT0JIb30BATEJST U MTPOEK-
Ta B Keystone:

[root@controller ~]# crudini --set /etc/cinder/cinder.conf DEFAULT
transport_url rabbit://openstack:openstack@controller.test.local

Kak u paHbllie, MbI MCIIOJIb3yeM B KauecTBe maposist «openstack», a
MIPOEKT /IS CTY>KeOHBIX MTOIb30BaTeell Ha3bIBaeTCs service:

[root@controller ~]# crudini --set /etc/cinder/cinder.conf DEFAULT
auth_strategy keystone

[root@controller ~]# crudini --set /etc/cinder/cinder.conf
keystone_authtoken project_name service

[root@controller ~]# crudini --set /etc/cinder/cinder.conf
keystone_authtoken user_domain_name default

[root@controller ~]# crudini --set /etc/cinder/cinder.conf
keystone_authtoken project_domain_name default
[root@controller ~]# crudini --set /etc/cinder/cinder.conf
keystone_authtoken auth_type password

[root@controller ~]# crudini --set /etc/cinder/cinder.conf
keystone_authtoken username cinder

[root@controller ~]# crudini --set /etc/cinder/cinder.conf
keystone_authtoken password openstack

[root@controller ~]# crudini --set /etc/cinder/cinder.conf
keystone_authtoken auth_uri http://controller.test.local:5000
[root@controller ~]# crudini --set /etc/cinder/cinder.conf
keystone_authtoken auth_url http://controller.test.local:35357

I[To ymomuanuio Cinder ucnonp3yeT B KaueCcTBe XpaHWINILA UMEHHO
LVM. VKaskeM MMSI TPyl TOMOB LVM, B KOTOPO#1 6YAYT CO31aBaThCS
6mounble ycrpoiicTBa Cinder:

[root@controller ~J# crudini --set /etc/cinder/cinder.conf lvm
volume_group cinder-volumes

VkasbiBaeM 63K3H[ U ITapaMeTp volume_driver:

[root@controller ~J]# crudini --set /etc/cinder/cinder.conf DEFAULT
enabled_backends lvm

[root@controller ~J# crudini --set /etc/cinder/cinder.conf lvm
volume_driver cinder.volume.drivers.lvm.LVMVolumeDriver
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OTOT IpaliBep U OTBeYaeT 3a XpaHeHMe NAHHBIX IIPU [TOMOLIU JIO-
KaJIbHOTO MeHe[Kepa JIOTMYeCKMX TOMOB UM IIPOTOKOJIa TpaHCIopTa
iSCSI. B rnaBe, nocBsineHHoii Ceph, Mbl B TOM 4YKC/ie 3aMEHUM 3TOT
IpaiiBep Ha cooTBeTcTBYIONIMIT Ceph.

3amaem nmapameTpsbl iSCSI:

[root@controller ~]# crudini --set /etc/cinder/cinder.conf lvm
iscsi_protocol iscsi
[root@controller ~]# crudini --set /etc/cinder/cinder.conf lvm
iscsi_helper lioadm

VkasbiBaeM pacrionokenne API cepsuca Glance:

[root@controller ~]# crudini --set /etc/cinder/cinder.conf DEFAULT
glance_api_servers http://controller.test.local:9292

U yts K lock-daiiny:

[root@controller ~J# crudini --set /etc/cinder/cinder.conf oslo_
concurrency lock_path /var/lib/cinder/tmp

Terepb BBITIONHSIEM YKe 3HaKOMbIe 1o cepBycaM Glance 1 Keystone
oneparnuu. Cozmaem 6a3y TaHHBIX:

# mysql -u root -p

Enter password: openstack

MariaDB [(none)]> CREATE DATABASE cinder;

MariaDB [(none)]> GRANT ALL PRIVILEGES ON cinder.* TO
'cinder'@'localhost' IDENTIFIED BY 'cinder';

MariaDB [(none)]> GRANT ALL PRIVILEGES ON cinder.* TO
'cinder'@'%' IDENTIFIED BY 'cinder';

[ToproraBnuBaem 6a3y JaHHBIX:

[root@controller ~J]# su -s /bin/sh -c "cinder-manage db sync" cinder

3aBomuM ITo/Ib30BaTesis B Keystone 1 jo6aBiisieM poiib aiMUHNUCTPA-
TOpa B IIPOEKTe service:

$ source keystonerc_admin
$ openstack user create --domain default --password openstack cinder

R T b LT TS T T T T +
| Field | Value

R T b LT TS T T T T +
| domain_id | default

| enabled | True |
| id | 86c5aa25bb134478bcaa9f67fcdOfeb?2 |
| name | cinder |
| options | {3 |
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| password_expires_at | None
oo T T +

$ openstack role add --project service --user cinder admin

Wy To ke camMoe, MCIIO/Ib3Ysl KOMaHAy keystone B CTapbIX BEPCUSIX
OpenStack:

$ keystone user-create --name cinder --pass openstack
$ keystone user-role-add --user cinder --role admin --tenant service

Teriepb HaM HY)KHO, B OT/IMUME OT paHee pPacCMOTPEHHBIX CITyKO
OpenStack, co3mathb 1enbixX aBa cepsyca: cinderv2 u cinderv3. 3To cBI3aHO
C TeM, YTO B HACTOSIIIIMIT MOMEHT TTapaUIelIbHO UCITOb3YIOTCS IBE BEPCUM
Cinder API. Io Bepcun Newton Takske MCIIOIb30BaIach repnast BepCusi:

openstack service create --name cinderv2 --description "OpenStack
Block Storage" volumev2

- - +
| Field | Value

- - +
| description | OpenStack Block Storage

| enabled | True

| id | bl86aldaee4c4147abe4d454b7431298 |
| name | cinderv2

| type | volumev2

- - +

$ openstack service create --name cinderv3 --description "OpenStack
Block Storage" volumev3

- - +
| Field | Value

- - +
| description | OpenStack Block Storage

| enabled | True

| id | 717ed5d914a54a3ba8b576ea2379ffe6 |
| name | cinderv3

| type | volumev3

- - +

Co3pgaem 10 Tpu TOUKM Bxoga API 11 060X CepPBIUCOB:

$ openstack endpoint create --region RegionOne volumev2 public
http://controller:8776/v2/%\(project_id\)s

$ openstack endpoint create --region RegionOne volumev2 internal
http://controller:8776/v2/%\(project_id\)s

$ openstack endpoint create --region RegionOne volumev2 admin
http://controller:8776/v2/%\(project_id\)s

$ openstack endpoint create --region RegionOne volumev3 public
http://controller:8776/v3/%\(project_id\)s
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$ openstack endpoint create --region RegionOne volumev3 internal
http://controller:8776/v3/%\(project_id\)s

$ openstack endpoint create --region RegionOne volumev3 admin
http://controller:8776/v3/%\(project_id\)s

Teneps ycTaHaB/iuBaeM U HacTpauBaem cepBuc iSCSI. OmsiTh ke,
e 661 MbI Pa3HOCUJIM CEPBUCHI T10 y3J1aM, TO 9TU AEeMCTBUS MbI BbI-
TIOJTHSIIM O6BI TOJIBKO Ha CEpBepax, Ie IJIaHMpyeTcs 3amyck openstack-
cinder-volume:

[root@controller ~]# yum -y install targetcli
[root@controller ~]# crudini --set /etc/cinder/cinder.conf
DEFAULT my_ip 192.168.122.200

[root@controller ~]# crudini --set /etc/cinder/cinder.conf
DEFAULT enabled_backends lvm

[root@controller ~]# systemctl enable target.service
[root@controller ~]# systemctl start target.service

3ajaem aBTOMaTHYeCKMii cTapt cepBucoB Cinder rociie repe3arpysKu:

[root@controller ~]# systemctl enable openstack-cinder-api
[root@controller ~J# systemctl enable openstack-cinder-scheduler
[root@controller ~]# systemctl enable openstack-cinder-volume
[root@controller ~]# systemctl enable openstack-cinder-backup

Iy pa3HOOGPA3UsT 3aITyCTUTD BCE CEPBIUCHI MOKHO BOCITOIb30BaTh-
CsI CKpUIITOM openstack-service, IpegBapuUTeIbHO YCTAHOBUB TaKeT
openstack-utils:

[root@controller ~J]# yum -y install openstack-utils
[root@controller ~]# openstack-service start cinder

3a0JHO TIO3HAKOMMMCSI C €Ile OFHMM YIOOOHBIM CKPUIITOM
openstack-status. OH JO/KeH MTOKa3aTh s, 0611eit MHbOopMaIuu o
arykb6ax OpenStack, B ToM umcie To, 4To Bce yeThbipe cepBuca Cinder
3aIlyIeHbl:

# openstack-status
== Glance services ==

openstack-glance-api: active
openstack-glance-registry: active

== Keystone service ==

openstack-keystone: inactive (disabled on boot)
== Cinder services ==

openstack-cinder-api: active
openstack-cinder-scheduler: active
openstack-cinder-volume: active

openstack-cinder-backup: active
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== Support services ==

mariadb: active

dbus: active

target: active

rabbitmg-server: active

== Keystone users ==

e ettt T Fommmm e +

| ID | Name |
T T Fommmm - +

| 3b76dece42b140e092dcla’76a85c1879 | demo |

| 86c5aa25bb134478bcaad9f67fcddfeb2 | cinder |

| a37a67fdf3dc4e9c9e5251754b26770d | admin |

| b8de68858b00440bb98b6b1541466794 | glance |
T T e +

== (Glance images ==

T R T T PR o +
| ID | Name |
o e - oo +
| c8cccIb3-29bb-4220-be38-8f261ac8b99a | cirros-0.4.0-x86_64 |
T TP oo +

CKpWUIIT, KaK BbI BUIIATE, B BBIBOZE YKa3bIBAET, yTO openstack-keysto-
ne He 3aITyeH. DTO HOPMaIbHO, IIOCKOIbKY JAHHbIN CEPBUC HE MCITOJb-
3yeTcst. BmecTo openstack-keystone mbi cronb3yem Apache ¢ mod_wsgi.
Taxske MOKHO BOCIIO/Ib30BaThCsI KOMaHIOM cinder service-list:

# cinder service-list
| Binery | Host | Zore | Status | State | Updated at | Disabled Reason |

| cinder-schediler | oontroller.test.local | nova | enebled | p | 2018-03-02T17:39:43.000000) | -
| cinder-volure | controller. test. localglvm | nova | endbled | p | 2018-03-02T17:39:49.000000 | -

4. 4 4 +
t t t t t t t t

| cinder-badap | controller.test.local | ova | enebled | don | 2018-83-02T17:31:31.000000 | -
|
|

Kak MOKHO 3aMeTuTb, cepBuc cinder-backup HaxoguTcs B COCTOSI-
HuM down. Ha JaHHOM 3Tare 3To HOpMasibHO. [IpoBepum xxypHain /var/
log/cinder/backup.log:

2018-03-02 18:39:42.821 19623 ERROR oslo.service.loopingcall
"Could not determine which Swift endpoint to use. This "
2018-03-02 18:39:42.821 19623 ERROR oslo.service.loopingcall
BackupDriverException: Backup driver reported an error: Could
not determine which Swift endpoint to use. This can either be
set in the service catalog or with the cinder.conf config option
'"backup_swift_url'.

Kak MbI BUAVIM, MbI He 3a/1aJIi KOHEUHYIO TOUKY CepBYCa 06 BEKTHO-
ro xpanmwuiia Swift. lanee, korma Mbl 06aBMM 3TOT CEpBUC B Hallle
OKpY>KeHMe, Mbl MCIIPABUM 3Ty ITPoGIIeMy.
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Co3zpanue u ypanenue tomoB Cinder

IMogpobHee mpo paboTy ¢ TOMamMy MbI ITIOTOBOPUMM B OEBSITON IVia-
Be. [Toka B HAllleM CTEH[Ie He XBaTaeT OCHOBHOIO IMOTPEeGUTENIST YCIyT
Cinder - cepsuca Nova. [To3TOMy ITO3HAKOMMMCSI TOJIBKO C 6a30BbIMM
onepanysiMu. ITorpo6yeM co3aaTh TOM C MMeHeM testvoll pasmepom
1T6:

$ openstack volume create --size 1 testvoll

o i +
| Field | Value |
o i +
| attachments | []

| availability_zone | nova

| bootable | false |
| consistencygroup_id | None

| created_at | 2018-03-02T17:48:27.000000

| description | None

| encrypted | False

| id | 4e8227bf-8b45-4ebl-a4db-c7abeab5703ac |
| migration_status | None

| multiattach | False

| name | testvoll |
| properties | |
| replication_status | None

| size | 1 |
| snapshot_id | None

| source_volid | None

| status | creating |
| type | None |
| updated_at | None

| user_id | a37a67fdf3dc4e9c9e5251754b26770d
o i +

COOTBETCTBYIOIIMIT CUHTAKCIC KOMaH/IbI cinder BBIIISIAUT CIEIYI0-
MM 06pa3oM:

$ cinder create --display-name testvoll 1

Komanppl cinder list unamopenstack volume Llist (eil Mbl HE MO-
>KeM BOCITOIb30BaThCSs, IIOKA He co3many cepBuc Nova) IMoKaskyT HaM,
YTO TOM JeCTBUTEIbHO CO3/IaH, HO TT0Ka He MOJAK/II0UeH HU K OTHOMY
13 3K3eMIUISIPOB BUPTYaJbHbIX MalllMH:

$ cinder list
FUR— S oo FUR— Fommmmmmmmen R Fommmmmmmeee +

| ID | Status | Display Name | Size | Volume Type | Bootable | Attached to
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Hy 1 oz koHe1] yoenuMces, 4TO AeiiCTBUTENbHO OblIa MCIIOMb30BaHa
LVM-rpymnna cinder-volumes:

[root@controller ~7]# vgs
VG #PV #LV #SN Attr  VSize VFree
centos 1 3 @ wz--n- <99.009g 4.00m
cinder-volumes 1 2 @ wz--n- <10.00g 484.00m

" Ha Heil co3maH Tom pasmepom 1 I'6 ¢ umeHeM, comepskaium id Toma
"3 BBIBOJA KOMaH[IbI cinder:

[rootgcontroller ~]# Lvs

Lv \G Attr LSize Pool Origin Data% Metah
Move Log CpySync Convert

home centos -wi-ao0---- 45.99g

Toot centos -wi-ao0---- 50.00g

Swap centos -wi-ao---- 3.00g

cinder-volumes-pool cinder-volumes twi-aotz-- 9.50g 0.00 0.62

volume-4e8227bf -8b45-4eb1-a4db-c7aseaS703ac cinder-volumes Vwi-a-tz-- 1.00g cinder-volumes-pool 0.00

[Tpu Hamuuum cepBuca Nova (C HUM MbI TTO3HAKOMUMCSI B CeIbMOit
r7aBe) MOAKIIOUMUTh UMEIOIINIACS TOM K 3allyllleHHOMY 3K3eMIUISIpY
BUPTYaJIbHOJ MalllMHbI ¥ HAYaTh MCIIOJb30BATh 3TOT TOM KakK O6JI0UYHOE
YCTPOJCTBO MOKHO PV TIOMOIIIM KOMaHbl nova volume-attach, Ha-
npumep:

$ nova volume-attach myinstancel be6ldc8a-3a08-4ab9-996f-3ef00db28f0d

/dev/vdb
- IS +
| Property | Value
- IS +
device | /dev/vdb
id | be6ldc8a-3a08-4ab9-996f-3ef00db28f0d |

|
|
| serverId | 5f£333f08-60ba-4b0b-80d3-de2£03125c28 |
| volumeId | 82711b99-ccel-45e4-8b7e-b91301d65dc8 |
S TR ——_ T +

Uepe3 HeKOTOpoe BpeMsl B BbIBOAE KOMaH[H cinder Llist wiam
openstack volume Llist cTaTyc TOMa M3MEHUTCS Ha «in-use», 4YTO
03HauvaeT roTOBHOCTh K pabore:

$ cinder list
Fommmmm Hommmme- oo Hommmm- oo Hommmmmee oo +
| ID | Status | Display Name | Size | Volume Type | Bootable | Attached to |
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Fommmo- RS ——— S —— S Fommm - R S Fommm e +
| be.. | in-use | testvoll | 1 | None | false | 5£333f08-.. |
Fommmo- RS ——— S —— S Fommm - R S Fommm e +

Te ke [HOEVCTBUS MOXHO IPOAEIaTb M MpPU IOMOIIM KOMAaHZbI
openstack:

$ openstack server add volume myinstancel testvoll
$ openstack volume list

Fommmo- Fommmm e RS ——— [ S—— i +
| ID | Display Name | Status | Size | Attached to |
Fommmo- Fommmm e RS ——— [ S—— i +
| be.. | testvoll | in-use | 1 | Attached to myinstancel on /dev/vdb |
Fommmo- Fommmm e RS ——— [ S—— i +

OTKIIOYMTL TOM MOXXHO KOMaH[IOil openstack server remove
volume Uan nova volume-detach,a yIaJuTb — KOMaHAO0M cinder de-
lete.

BHenrHuit BuI okHa yripasienust tomamu Cinder B Be6-uHTEpdEiice
npuBeneH Ha puc. 5.2.

- Op k Dashboard - Mozilla Firefox o o x
J £3 Volumes - OpenStack.. % +
[ € ) @ | controller.test.local/dashboard/project/volumes/ | e HQ Search | % @ 3+ A =
—
fiopenstack. = oeaun-cemo - & domo+
Project v
Project / Volumes / Volumes
API Access
wrme > Volumes
Volumes v
vt veme || R hooeet T :}
Backups Displaying 1 item
s Attached  Availabili
Snapshots O MName Descripfion Size Status Type oo Zome " Bootable Encrypted Actions
Consistency Groups e
o 2. 1GIE  Available - nova No No Edit Volume |

"
Consistency Group Snapshots

Displaying 1 item
Container Infra >

Puc. 5.2. Ynpasnenue Tomamu Cinder



fnaBa

O6bekTHOE XpaHunuwe
Swift

HasBaHue: OpenStack Object Storage

HasHauyeHne: 06beKTHOEe XpaHunuue

MNakeTbl: openstack-swift-*

MmeHa cepsucos: openstack-swift-object, openstack-swift-account,
openstack-swift-container, openstack-swift-proxy

MopTbl: mo ymonuaHuiw 8080, 6000, 6001, 6002, 873(rsync)
KoHpurypaumoHHble dannbi: /etc/swift/*

Oannbl XypHana: XxypHan cucTembsl /var/log/messages

O6bexTHOE XpaHwInine Swift — ogyH 13 IBYX CaMbIX IIEPBBIX CEPBU-
coB OpenStack. Swift — 3To mporpaMMHO onpeaessseMoe XpaHWINIIE
(software-defined storage, SDS), paboratoiiee ¢ 06beKTaMM.

OO6BbeKTHOe XpaHWIMIIE, B OTIMUMe OT (DaiioBOro Miau 6J0YHOrO,
TIpeIoCTaBIsIeT JOCTYII He K daiiiaM 1 6JI0UHBIM YCTPOIICTBAM, a K 00b-
€KTaM B eMHOM IIPOCTPAHCTBE MMeH. Y 00BbeKTHOTO XPaHMUIUIIA eCTh
cBoii API, 1 06BIUHO AOCTYI K OObEKTAM OCYIIECTBJISETCS 10 MPOTO-
Koy HTTP. Takoe xpaHuuiie abcrparupyer o6beKThl OT UX Gusnye-
CKOTO PaCITOIOKeHMS U TTO3BOJISIET OCYIIECTBIISITh MAaCIITaOMPOBaHE
6e3 TPUBSI3KM K (GU3NUECKOil MHPPACTPYKType XpaHmmima. Takke
MIPEMMYIIEeCTBOM O6bEKTHOTO XPaHW/IUIIA SIBJIIETCS BO3MOYKHOCTD Pac-
TIPEeIeJISATh 3aITPOCHI 10 OOTBIIOMY UMCITY CEPBEPOB, XPAHSIIVX JaHHBIE.

HyskHO OTMeTUTD, UTO Swift ABJISIeTCST CTAOMIIBHBIM ¥ 3PEJIbIM ITPO-
oykrom. Takme kommanum, Kak HP, Symantec, Softlayer, OVH, Hudson
Alpha Biotech 1 Dreamworks, moaaepskMBaioT B IIPOMbILIJIEHHO! 3KC-
TJTyaTalyy KIacTepbl pa3sMepamMi B ITeTabaiThl.

OCHOBH